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ESTIMATION OF NON-INTEGRAL AND INTEGRAL
QUADRATIC FUNCTIONS IN LINEAR STOCHASTIC
DIFFERENTIAL SYSTEMS
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ABSTRACT. This paper focuses on estimation of an non-integral
quadratic function (NIQF) and integral quadratic function (IQF) of
a random signal in dynamic system described by a linear stochastic
differential equation. The quadratic form of an unobservable signal
indicates useful information of a signal for control. The optimal (in
mean square sense) and suboptimal estimates of NIQF and IQF rep-
resent a function of the Kalman estimate and its error covariance.
The proposed estimation algorithms have a closed-form estimation
procedure. The obtained estimates are studied in detail, including
derivation of the exact formulas and differential equations for mean
square errors. The results we demonstrate on practical example of
a power of signal , and comparison analysis between optimal and
suboptimal estimators is presented.
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1. Introduction

The Kalman filtering and its variations are well-known signal estima-
tion techniques in wide use in a variety of applications such as navigation,
target tracking, vehicle state estimation, communications engineering,
air traffic control, biomedical and chemical processing and many other
areas [1-8].

However, some applications require the estimation of not only a signal
but also an nonlinear functions of the signal, which express practical and
worthwhile information for control systems. For instance, in a mechan-
ical application, such functions include displacement, energy or work
which can be interpreted as a quadratic form of a random signal. Aside
from the aforementioned papers, most authors have not focused on es-
timation of nonlinear functions of a signal but have considered signal
estimation or filtering only. To the best of our knowledge, there are no
methods for estimation of an nonlinear functions in a linear stochastic
differential systems in the literature.

Therefore, the aim of this paper is to develop estimators for an ar-
bitrary non-integral quadratic function (NIQF) and integral quadratic
function (IQF) in linear systems described by stochastic differential
equations. We propose an optimal (in the mean square error sense)
and suboptimal estimates for NIQF and IQF, and demonstrate their
theoretical and practical effectiveness.

This paper is organized as follows. Section 2 presents a statement
of the estimation problem for NIQF and IQF within the continuous-
time Kalman filtering framework. In Section 3, the optimal estimates
for NIQF and IQF are derived. The simple suboptimal estimates for
the functions are also considered. In Section 4, we study an unbiased
property of the obtained estimates. In Section 5, we derive the exact
formulas and differential equations for the mean square errors. In Section
6, the numerical efficiency of the proposed estimators is studied. Finally,
we conclude the paper in Section 7.

2. Problem Statement

Let consider a linear dynamic system described by the Ito stochastic
differential equation

(].) dIt = thtdt + th'vt, tZ 0
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where x; € R" is an unobservable random process (signal), and v, € R”
is a Wiener process with the intensity @ , i.e., E (dvtdvtT ) = Qdt, and
Ft c §Rn><n’ Gt S §Rn><r7 and Qt e R

Suppose that an observable process y; € 1™ is determined by the Ito
stochastic differential equation

(2) dyt = Ht.ftdt + dwt,

where w;, € R™ represents a Wiener process (observation error) with
intensity R; i.e., E (dwtdth) = Rydt, and H; € R™*",

We assume that the initial condition zo ~ N (Zg, Py), and Wiener
processes are independent.

Let consider the non-integral quadratic function (NIQF) and integral
quadratic function (IQF) of the unobservable random process,

(3) NIQF : z = afQuy + dlay,
and

(4) IQF : w; = fot (:L‘STQS:ES + dSTxS) ds,
respectively.

Here Q; = QF > 0, and d; are an arbitrary matrix and vector, respec-
tively, and A7 denotes the transposition of a matrix A.

A problem associated with the partially observable process (zy, ;) is
that of estimation of an NIQF and IQF from the overall noisy observa-
tions yh = {ys : 0<s <t}

Simple examples of such a quadratic functions may be the Euclidean
square distance (norm) z; = ||z; — a~:,5||2 between two vector processes x;
and T;, or the integral v, = fg xlz ds representing an accumulated
energy-like function of an object.

We propose an optimal and suboptimal estimation algorithms for an
NIQF and IQF, and investigate their statistical properties in the subse-
quent Sections 3 and 4.

3. Optimal and Suboptimal Estimates for NIQF and IQF

In this section, the best optimal (in the mean square sense) estimation
algorithms for an NIQF and IQF are derived. A simple suboptimal
estimates for the functions are also proposed.

The optimal estimation algorithms include two stages: the optimal
Kalman estimate of the unobservable random process ; computed at



48 IL Young Song, Vladimir Shin, and Won Choi

the first stage is used at the second stage for the best estimation of an
NIQF or IQF.

3.1. First stage — Kalman estimate for the unobservable
random process

The optimal mean square estimate &, = E (z;|yf) of the process
z; based on the overall observations yf, and its error covariance P, =
E (etetT), e; = x; — I, are given by the continuous Kalman filter (KF)
equations [5,8]:

dj?t = Ft‘%tdt + Kt (dyt — Htii'tdt), t Z O, JAft:O = Lf’o,
(5) dP = <FtPt + BET — P,HTRVH,P, + ét) dt, Py— Py,
Ky = PHIR ", G, = GiQiGT.

3.2. Second stage for NIQF — Formula for the optimal estimate

The optimal mean square estimate of the NIQF (3) based on the
overall observations y{, also represents a conditional mean,

(6) = E(zlyp) -

The conditional mean (6) can be explicitly calculated in terms of the
Kalman estimate z; and its error covariance P,. We have

THEOREM 3.1. The optimal mean square estimate 2 is given by
(7) 2P = tr [ (B + 2427 + dF iy,

where tr(A) is the trace of a matrix A, and the Kalman estimate &; and
error covariance P, satisfy (5).

Proof. Using the formula for a second-order vector moment E (xTx) =
p"p+ tr(C), where p = E(z), C = Cov(z,z) = E [(z — p)(z — p)7], it
is easy to derive that
(8) E (27Qz) = tr [Q(C + pp")].

Using the fact (8) we obtain the optimal mean square estimate (6) for
the NIQF,
Z"=E (x?tht + dtT$t|y6) =E (mtTQtft’y(t)) + dE (4yp)
(9) = tr {Q [P, + B (z|yg) E (27 [v5)] } + df 27
= tr [Q (P + 2,27 )| + df &y
This completes the derivation of (7). O
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3.3. Second stage for IQF — Differential equation for the
optimal estimate
The integral function (4) is described by the differential equation

(10) U = xl Qwy +dlzy, >0, ug=0.

THEOREM 3.2. The optimal mean square estimate 4" is given by
(11) u = 3T a, + tr (U P,) + dldy, Gy =0,
where the Kalman estimate Z; and its error covariance P, satisfy (5).

Proof. Taking the conditional expectation of both parts of the equa-
tion (10) and using the formula (8) we obtain,

W =E () = E (2] Qe + df 2| yh)
=E (xtTth;t|y6) +d{E (2e|yo)
=t {Q [P+ E (2|y)) E (2] |98)] } + dF'2T
= tr [Q (P + @27 )] + df 2,
= tr (UP,) + tr (Uzed]) + df &
= &7y + tr (W P) + dF .

This completes the derivation of (11). O

In parallel to the optimal estimates (7) and (11) we propose a simple
suboptimal estimates for the NIQF and IQF,

(12) ,é’tSUb - i‘zﬁtit + d?@t, ﬁf“b — JA}?Qtit + d?ft,

respectively.

4. Unbiased and Biased Estimates

Here we study the unbiased property of the optimal and suboptimal
estimates for the NIQF and IQF.

THEOREM 4.1. The optimal mean square estimate 3** is unbiased.
Proof. Using the unbiased and orthogonality properties of the Kalman
estimate [5,8],

E (&) =E(z,), B [(x — &) 7] =0,

(13) P, =E (zua]) — E (£4]) ,
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and the formula 27 Qz; = tr (Qt:ptxtT), we obtain

E (37) = tr (P,) + tr [(UE (@t;etT)] + dIE (2) = tr ()
+t£ {0 [E (z2]) — B} + dTE (z;) = tr [QtE (z:2])] + dTE (zy),

E (z) = E (2] Ya;) + d]E (z;) = tr [UE (z2])] + dTE () .
So, E (") = E (2) This completes the proof. O
THEOREM 4.2. The optimal mean square estimate 0" is unbiased.

Proof. Note that v, = fo 2sds and Pt = ft 2%'ds. Then using the
unbiased property of the estimate 2, " we obtain,

E (a") = fo (20P") ds = fo (25)ds = (fot zs> ds = E (u) .
[l

COROLLARY 4.1. The suboptimal estimates 2;“* and 4;"* are biased.

5. Calculation of Mean Square Errors

Here we study the estimation accuracy of the optimal and suboptimal
estimates of the NIQF and IQF.

The following result completely define the actual mean square errors
(MSEs)

(14) P =E(}), PYW=E(E), es=2-", &=2z—"

)

t Asub

for the non-integral optimal and suboptimal estimates 2" and 2,

respectively.

THEOREM 5.1. The actual mean square errors PyY " and ijt‘b for the
NIQF are given by

PZ}Zt = 4tr (QtPtQtCt) — 2t1‘ (QtPtQth(/) + 4,thtPtQt,ut

(15) - df Pud, + A P,
and
(]_6) P;};b = 4tl" (QtPtQtCt) — 2171' (QtIDtQtPt) + tI‘2 (Qtpt)

+ 4 Py iy + df Pudy + 4pf Q Py,
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respectively. Here the unconditional mean u; = E (z;) and covariance
Cy = Cov (xy,x;) of the unobservable process x; are determined by the
Lyapunov equations [5-7],

(17)  fu = Fyu, o = Zo, Ct = F,C, + CtFtT + GtQtG?a Co=Fh.

The derivation of the MSEs (15) and (16) is based on the following
Lemma.

LEMMA 5.1. Let X € R*" be a composite multivariate normal vector,

X~ N (e, Sy), XT=[UT VI WT], UV,W e R,

Moy Suu Suv Suw
e =E(X)= ||, Se=Cov(X,X)=|Spu Sov Sow
Lo Swu Sw’u S’ww

Then the third- and fourth-order vector moments of the composite ran-
dom vector X are given by

(i) EUTVWT) = pf propig, + tr(Suw) try, + 117 Suw + ty S
(i) E(UTUVTV) = pul pupl 1y + 2t (SuwSou)
1 (Syu) tr (Spw) + t1 (Suu) ,UvT,Uv
+t1 (Syy) Nglﬁu + 4,“55%/%7
(iii) E(UTVVTU) = plpop? pro + tr (SuuSow)
+t1 (Suw) tr (Spu) + tr (wa) + ,UUTSuu,uv
e, Svobty + 261 (Suw) i f + 11 S fl
+ 4] Svubte,

(iv) E(UTVWTU) = plpopl, + tr(Suy) tr(Suw)
+tr(SuuSwv) + tr(‘suwSuU) + tr(suv) ,Ug,uw
+t1 (Cu) :ug,uv + M?;SuUPJw + :UvTSuw,uu
+M£Svuﬂw + ,UZva,uu-

(18)

The derivation of the vector formulas (18) for calculating the high-
order moments is based on their scalar versions [9, 10],

E (wizjzy) = paptjpn + paSie + 1158 + 1Sij,
E (wv;xjxpa;) = piptjpieits + SijSw + SinSij + SuSik
+pift S+ pipeSi + it Sk
(19)
FHSin + pg Sk + peknSi,
where
tn =E (1), Spe=E[(@p — pe) (74 — 11g)]

and standard matrix manipulations.
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Proof of Theorem 5.1. We are now is a position to derive the first MSE
(15). For simplicity we omit time index, i.e., z; — z, &y — &, P, — P,
... . Then using (3) and (7), the estimation error can be written as

e=2z—3% = 3TQu +d"x — tr [Q (P + i::)?T) —dTz
=2TQr — 27Q% —tr (QP) +d'e = (e + ) Qe+ ) — 2TQz
—tr (QP) +d"e = eTQe + 2e7 Qi + dTe — tr (UP),
where
e=x—1I, tr= (chiT) =370z, 27Qe =T Q1.
Next, using the unbiased and orthogonality properties of the Kalman
estimate (13) we obtain the optimal MSE
Pt = E (?) = E (e"Qee’Qe) + 4E (e Q2" Qe) + d" Pd
(20) + tr? (QP) + 4E (7 Qee’ QOz) + 2E (eTQee”) d
— 2tr? (QP) + 4E (e Qzel) d.
Using Lemma 5.1 we can calculate high-order moments in (20). We have
(a) E (e"QeeQe) = 2tr (QPQP) + tr? (QP),
U=e, V=20Qe.
(b) E (e"Q227Qe) = tr (PQP3:2) + p"QPQu
= tr (PQCP) — tr (QPQP) + uTQPQu,

U=e, V=01
(c) E (e"Qee’Qz) = E (e"Qei”Qe) =0,
(21) U=e, V=Qe, W=0Qz.

(d) E (eTQeeT =0, U=¢, V=Qe, W=e.

(e) E (eTQieT =ufQP, U=¢, V=Qi W=e.

where

p=E()=E(), C=Cov(z,z), P= Cov(ee), E(e) =0,
E (Qz) = Qu, P;; = Cov (z,2) = C — P, Cov = (e,Qe) = PQ,
Cov = (Qe, Qe) = QPS.

Substituting (21) to (20), and after some manipulations, we get the
optimal MSE (15).

The unknown mean p = E () and covariance Cov (x4, z;) of random
process (1) satisfy the Lyapunov equations (17).
This completes the derivation (15).

In the case of the suboptimal estimate 27", the derivation of the MSE
(16) is similar.

Thus, (15) and (16) completely define the true MSEs of the optimal
and suboptimal estimates 277" and 27 for the NIQF, respectively.
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COROLLARY 5.1. Comparison of the MSEs Pt and P:4 shows that
the difference between them is equal

P — P = 112 (Q, ),
where P, is error covariance determined by the KF equations (5).

COROLLARY 5.2. In particular case with £, = 1 and d; = 0, the
NIQF, optimal and suboptimal estimates, and MSEs take the form

2= |lw* = afw, 57 = |27+ tr(P), 5 = |27,
P2y = 4tr (R,Cy) — 2tr (B?) + 4p Py,
Pt = Atr (P,Cy) — 2tr (P?) + 4 Py + t1* (P,) .

Next we derive the actual MSEs for the integral function (4),
(22) PR =E@), P =B (%), 6 =u—a, b =u—i

THEOREM 5.2. The actual mean square error Pﬁt for the IQF is
described by the differential equation

(23) P =2E (6] Quey) + 4E (0ief Q) + 2E (8,d7e) , Py = 0.

Here
E (5tdf€t) = Z di,tmi,ta E (5teth€t) = Z Qij,taij,ta
i=1 ij=1
E (5t€tTQtft) = Z Qij,tﬁij,t, mg;e = E (5t€z‘,t),
(24) ij=1

ijr = E (0i€i0€51) , Biji = B (81€54254)
P, Fy, Ay, Qy, Cp € RV K, € RV,
Ht € %mxn7 dtuut € éan
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and the moments m;, oy, By (4,5 = 1,...,n) are determined by

M = 2 Z Qen ettt Py + Z i1 Pik ¢

k=1
n
+ > Aemig, mig =0,
k=1
n
&ije = Y Qent (PijePent + Pt Ping + PingPjkg)
k=1

—tr (0 Py) Py + Z (Aigtpt + Agjauint)
Qij0 = 0,4, = Ft Kth

Bijﬂf =2 Z Qkh,tpik,t (th,t - Pjh,t + ,uj,t,uhﬂg)
k,h=1

+ > diapii P + D (AiktBrjr + FiktBikt)
k=1 =1

+>3 3 KyHipauny, Bijo=0.
=1 h=1

(25)

Proof. For simplicity we omit time index. Then using (1), (2), (5),
and (10), (11), the Kalman estimate 2, and estimation errors e = x — &
and 0 = u — u are determined by the equations

dt = (Ft + KHe) dt + Kdw,
(26) de = Aedt — Kdw, A=F — KH,
ds = [eTQe + 272 + d"e — tr(QLP)] dt,

respectively. Using the Ito formula of a function 67 by virtue on the third
equation of (26) we get the equation (23) for the MSE P%’ = E (67). The
expectations (24) represent linear functions of the elements (moments)
M1, e, Pije- Using the Ito formula and equation (26) we obtain the
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differential equations for the moments

n

; = LE (be;) = Y QuE (esenen) + >0 QunE (eierdy)
k=1 koh=1

+ i dyE (e;ex) — E(e;) tr (QP) 4+ > Ay E (dey),

k=1 k=1
dij = $E (bese;) = k%; QnE (eiejenen)
+2 > W E (eiejerdy)
k.h=1

+ i diE (e;ejer) — tr (QP) E (e;e;)
(27) k=1
+

Bz’j =
+2 Z QkhE (eiekxjxh)

k.h=1

+ > diE (ejent;) — tr (QP) E (e;2;)
k=1

+ > (AiBrj + Fixfix) + 2 Z K Hypoup,.
=1 h=1

M:

[AiE (0ejer) + Ay, E (deser)]

1

E (de;z;) = > QupE (ejexent;)
k=1

¥ bl
"l I

Then the third- and fourth-order expectations in the right-hand sides of
(27) are calculated by using the formulas (19) and orthogonality prop-
erties (13). After some manipulations, we get the equations (25). O

This completes the derivation (23)-(25).
In the case of the suboptimal estimate @"*, the derivation of the MSE

P =E (53) is similar. We have

THEOREM b5.3. The actual mean square error Pj};b for the IQF is
described by the differential equation

Pj@b =2E <5tet Qtet> +4E <5te Qt$t> + 2E (Stdfet> ,

28
(28) Pt = 0.
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Here
< 7 n < n
E <§tdt €t> = Z di,tmi,ta E <5t6t Qt€t> = Z Qij,taij,h
i=1 i,j=1
~ n ~
(29) E <5t€thj7t> = Z Qij,tﬁij,ta
ij=1
m;; = E <5t€i,t) J =B <6t€i,t€j,t> , Bije = E <5t€i,t33"j,t> ;

and the moments M, &, Bl-j,t (1,7 =1,...,n) are determined by

mzt =2 Z Qinpin Pkt + Z Ayt Pig+ + Z A 4 1,

k,h=1
mz,U - 07
. n
Qijt = Qont (PijiPrng + Py Ping + PiniPjkt)
k=1

30 n
( ) + Z ( 17, t&]kt + Ak] tazk t) CYij,O = 07
k=1

Bijt 2 Y Nent Pt (Cing — Ping + tebtng) + O diceptir Piny
koh—1 =1

)

Z i, tBkj,t + ngtﬁzkt> + > Z i H G Bz’j,O =0.
el =1 h=1

In next Section we consider practical example of using the NIQF and

IQF.

6. Application of NIQF and IQF. Estimation of Power of

Signal

If 2, is a scalar random signal measured in additive white noise then

the signal and observation equations (1) and (2) are

dry = axdt + dvy, a <0, xg ~ N (Zg,08),

<31) dyt = l‘tdt + dwt, t> O,

where v; and w; are independent scalar Wiener processes (noises) with

intensities ¢ and r, respectively, a = const.
The KF equation (5) gives the following

di‘t = aitdt + Kt (dyt — i’tdt) s Zi'o = i’o, Kt = Pt/T,

(32) dP, = (2aP, — P?/r+q)dt, Py =05, P,=E [(fft - it)z} :
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Analytical solution of the Riccati equation takes the form

— k1+k
Fe=he # [y (gt

ki =rb—a), ke=rb+a),b=+/a®>+q/r.

6.1. Example of NIQF — Estimation of a current power of
signal

Further, we consider a specific NIQF which represents a current power
of a signal, i.e.,

(34) 2 = a2

Using (7) and (12) we obtain the best optimal and suboptimal esti-
mates of a power of a signal,
(35) B 24 P, A = 3,
where Z; and P, are determined by (32) and (33), respectively.

Let compare estimation accuracy of the optimal and suboptimal esti-
mates (35).

Using Theorem 5.1 we obtain precise formulas for the actual MSEs of
these estimates,

P =B |(a? - i} — R)| =4RC, - 2P? + 4P,

z,t

P = E [ (22 — :)3?)2] — 4P,C, — P? + 42D,

(33)

(36)

2,

where the mean p; and covariance C; of the signal x; are determined by
Lyapunov equations

(37> ,at = g, Mo = 5307 C'(t = 2aCt + q, C10 = 0_87
with solutions
(38) e = Toe™, Cy = (0f + q/2a) 2™ — q/2a.

Thus, the analytical solutions (33) and (37) with formulas (36) com-
pletely establish the actual MSEs for the optimal and suboptimal esti-
mates (35).

According to Corollary 5.1 the difference between the MSEs is equal

Py — PP = P2. Figure 1 shows the numerical values of the MSEs for

the values a = —1, ¢ = 0.5, o = 0, 0 = 4, and 7 = 0.1.

From Figure 1 we observe that the relative error A,(%) = ((P;j;b — P;f;t)
/Pt 100% varies from 3% to 6% within the time zone ¢ € [0.1; 1.1],
and then it increases. In steady-state zone ¢t > 4 the relative error is
reached the value A, = 20.4% and at the same time zone the absolute
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Mean Square Error

0.5 _
0.4 AA = MSE (opt)
. + MSE (sub)
0.3 5
0.2 Da%%“
E\:ﬁééeﬂmmmwm
0.1 B s e 1
0 \ T \ \ T \ T \ T \ T \

0 05115 2 25 3 354455 55 6

FiGUurE 1. Optimal and suboptimal MSEs for power of signal

values of the MSEs are equal P2 = 0.1029 and P52 = 0.1239. Thus

the numerical results show that the suboptimal estimate 2“* = 72 may

be seriously worse than the optimal one 2" = 2? + P,.

6.2. Example of IQF — Estimation of an accumulated power
of signal

Here we consider an accumulated power of a signal, then an IQF is
represented as

Using (11) and (12) the best optimal and suboptimal estimates of an
accumulated power satisfy the differential equations

(40) W =3+ P, ugt =32, 4" = ag = 0.
Using Theorems 5.2 and 5.3 we obtain the differential equations for the
actual MSEs of these estimates, P = E [(ut —ay?f t)Q} and Py =
E [(ut — ﬁf“b)Q], respectively,

quﬁt = 2114 + 4P, P;,%t =0,

(41) da1e = 2P +2(a— Ki) aqiy, a1 =0, Ky = B/r
Br1s = 2P, (Cy — Po+ pf) + (2a — Ky) Brag + Kiagng, 1o =0,
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and
Pﬁb = 20114 + 4P, qu,%b =0,
(42) a1 =3P2+2(a— Ky) Ay, Garo = 0, 3
Biig = 2P, (Cy — P+ 1) + (2a — Ky) Biig + Keduy, Prio =0,

where P;, Ky, C; and p; are determined by (32), (33) and (37), respec-
tively. Thus, the equations (41) and (42) completely establish the actual
MSEs for the optimal and suboptimal estimates (40).

7. Conclusion

In many application problems, a quadratic function of signal brings
useful information of the signal for control. In order to estimate an
arbitrary NIQF and IQF, an optimal and suboptimal algorithms are
proposed. The estimates are a comprehensively investigated, includ-
ing derivation of compact matrix forms for an optimal and suboptimal
estimates and their MSEs. In a view of importance of a quadratic func-
tions for practice, the obtained algorithms are illustrated on example of
estimation of a power of random signal which shows that the optimal
estimate yields a reasonably good estimation accuracy.
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