THE MASS FORMULA OF SELF-ORTHOGONAL CODES OVER GF(q)
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Abstract. There exists already mass formula which is the number of self orthogonal codes in $GF(q)^n$, but not proof of it. In this paper we described some theories about finite geometry and by using them proved the mass formula when $q = p^m$, $p$ is odd prime.

1. Introduction

Let $GF(q)$ be a finite field. A code $C$ of length $n$ over $GF(q)$ is a subspace of vector space $GF(q)^n$. Euclidean inner product is defined by $\mathbf{u} \cdot \mathbf{v} = \sum u_i v_i$ in $GF(q)^n$. A dual code of $C$ is $C^\perp = \{ \mathbf{v} \in GF(q)^n | \mathbf{u} \cdot \mathbf{v} = 0 \text{ for all } \mathbf{u} \in C \}$. A code $C$ is called self orthogonal if $C \subset C^\perp$. The mass formula about self orthogonal codes over $GF(q)$ is the total number of self orthogonal codes which exist in $GF(q)^n$. This formula has been used in finding mass formula in self orthogonal codes over module $\mathbb{Z}_{p^n}$ in [5] [6] or in classification theory [7], etc.. This formula is described in paper [2], but no proof is provided. Furthermore we were not able to find the paper [1] in anywhere. So we were curious about the proof and were motivated to begin this research. we have proved mass formula using finite geometry theory. Finite geometry is geometry whose objects are in finite field elements, in particularly is subspace in vector space. In polar space we give algebraic structure to space by using $\sigma$-sesquilinear
form. We introduce finite geometry theories needed to describe the main theorem.

2. Preliminary

2.1. Projective space. Let $V(n+1, q)$ be a vector space of rank $n$ over $GF(q)$. The projective space $PG(n, q)$ is the geometry whose points, lines, planes, ..., hyperplanes are the subspaces of $V(n + 1, q)$ of rank 1, 2, 3, ..., $n$. In general rank $r$ subspace in projective space is rank $r + 1$ subspace in $V(n + 1, q)$.

2.2. Form. A $\sigma$-sesquilinear form on $V(n, q)$ is a map

$$\beta : V \times V \longrightarrow GF(q)$$

such that

$$\beta(u + w, v) = \beta(u, v) + \beta(w, v)$$
$$\beta(u, w + v) = \beta(u, w) + \beta(u, v)$$
$$\beta(au, bv) = ab^\sigma \beta(u, v),$$

where $\sigma$ is an automorphism of $GF(q)$. If $\sigma = 1$ then $\beta$ is called bilinear.

A form is degenerate if there exists a $w \neq 0$ such that $\beta(u, w) = 0$ or $\beta(w, u) = 0$ for all $u \in V$. A $\sigma$-sesquilinear form $\beta$ is called reflexive if $\beta(u, v) = 0$ implies $\beta(v, u) = 0$.

**Theorem 2.1.** [3] Let $\beta$ be a non-denerate $\sigma$-sesquilinear form on $V = V(n, q)$. Up to a scalar factor $\beta$ is one of the following types.

1. Alternating form : $\beta(u, u) = 0$ for all $u \in V$.
2. Symmetric form : $\beta(u, v) = \beta(v, u)$ for all $u, v \in V$.
3. Hermitian form : $\beta(u, v) = \beta(v, u)^\sigma$ for all $u, v \in V$, where $\sigma^2 = 1, \sigma \neq 1$

A quadratic form on $V(n, q)$ is a function $Q : V(n, q) \longrightarrow GF(q)$ such that

$$Q(av) = a^2 Q(v) \text{ for all } a \in GF(q), v \in V$$
$$\beta(u, v) = Q(u + v) - Q(u) - Q(v)$$

is a bilinear form.

A quadratic form is singular if there exists a $u \neq 0$ such that $Q(u) = \beta(u, v) = 0$ for all $u \in V$. 
3. Polar spaces

When $\beta$ is non-degenerate $\sigma$-sesquilinear form on $V(n, q)$, a vector $u$ is isotropic if $\beta(u, u) = 0$. A subspace $U$ is totally isotropic if $\beta(u, v) = 0$ for all $u, v \in U$. A pair $(u, v)$ of isotropic vectors is hyperbolic pair if $\beta(u, v) = 1$. A subspace $U$ is anisotropic if $\beta(u, u) \neq 0$ for all $u \in U$.

Let $Q$ be a non-singular quadratic form on $V(n, q)$. A vector $u$ is singular if $Q(u) = 0$. A subspace $U$ is totally singular if $Q(u) = 0$ for all $v \in U$. A pair $(u, v)$ of singular vectors is hyperbolic pair if $\beta(u, v) = 1$. A subspace $U$ is anisotropic if $Q(u) \neq 0$ for all $u \in U$.

Polar space is a projective geometry whose points, lines, planes, ..., are totally isotropic or totally singular subspaces with $\sigma$-sesquilinear form or quadratic form.

If the form is alternating corresponding polar space is called symplectic, if hermitian then called unitary, if quadratic form then is called orthogonal.

**Lemma 3.1.** [3] Suppose that $L$ is a subspace of rank 2 of $V(n, q)$ that contains a singular vector $u$ with respect to a quadratic form $Q$. Either $Q$ restricted to $L$ is singular or there is a vector $u$ such that $(u, v)$ is a hyperbolic pair and $L = \langle u, v \rangle$.

**Theorem 3.2.** [3] Let $Q$ be a non-singular quadratic form on $V(n, q)$. Let $W$ be a maximal totally isotropic subspace. Then there exists a basis $\{e_i \mid i = 1, 2, \ldots, r\} \cup \{f_i \mid i = 1, 2, \ldots, r\}$ for a subspace $X \leq V$ such that $V = X \oplus U$, where $(e_i, f_i)$ is a hyperbolic pair and $U$ is an anisotropic.

Note that in above theorem $r$ is invariant given $V$ and $\beta$, and is called rank of a polar space. We can easily deduce that $r \leq n/2$. In the followings notice that the notation $r$ means polar rank.

**Lemma 3.3.** [3] Let $Q$ be a non-singular quadratic form on $V(n, q)$. If the rank of $V$ is at least 3 then $V$ has an isotropic vector.

By 3.3 the rank of anisotropic subspace $U$ is to be 0, 1, 2. Applying this theorem we now proceed the following.

**Theorem 3.4.** [4] Let $Q$ be a non-singular quadratic form on $V(n, q)$. Then $n = 2r$, $2r + 1$, $2r + 2$ and respectively, there is a basis $B$ with respect to which

$$Q(u) = u_1u_2 + \cdots + u_{2r-1}u_{2r},$$
$Q(u) = u_1u_2 + \cdots + u_{2r-1}u_{2r} + au_{2r+1},$
where $a = 1$ if $q$ is even and $a = 1$ or a chosen non-square if $q$ is odd,

$Q(u) = u_1u_2 + \cdots + u_{2r-1}u_{2r} + u_{2r+1}^2 + au_{2r+1}u_{2r+2} + bu_{2r+2}^2,$
where $b = 1$ and the trace $Tr_\sigma(a^{-1})$ from $GF(q)$ to $GF(2)$ is 1 if $q$ is even and $a = 0$ and $-b$ is a chosen non-square if $q$ is odd.

In three cases if $n = 2r$ then quadratic form $Q$ is called hyperbolic, if $n = 2r + 1$ then $Q$ is called parabolic and if $n = 2r + 2$ then $Q$ is called elliptic.

**Theorem 3.5.** [2] Let $V$ be a finite geometry over $V(n, q)$ with an orthonormal basis. Let $r$ be the rank of maximal self-orthogonal subspace. Then for $n$ even, $n = 2r$ whenever $(-1)^{n/2}$ is square in $GF(q)$, and $n = 2r + 2$ whenever $(-1)^{n/2}$ is not square in $GF(q)$. In case $n$ is odd, $n = 2r + 1$

Thus we can know that if $n = 2r$ and $(-1)^{n/2}$ is square then quadratic form is hyperbolic, if $n = 2r$ and $(-1)^{n/2}$ is not square then quadratic form is elliptic and if $n = 2r + 1$ then quadratic form is parabolic.

**Theorem 3.6.** Self orthogonal code is orthogonal polar space

**Proof.** Let $u = (u_1, \ldots, u_n), v = (v_1, \ldots, v_n)$ in $V(n, q)$, and define $Q(u) = u_1^2 + \cdots + u_n^2$. Clearly $Q(au) = a^2Q(u)$, $\beta(u, v) = Q(u + v) - Q(u) - Q(v) = 2u_1v_1 + \cdots 2u_nv_n$ is bilinear. These imply that $Q$ is quadratic form. Let $C$ be a self orthogonal code. For all $u, v \in C$, we have $u \cdot v = 0$, so $\beta(u, v) = 2u \cdot v = 0$. It follows that $Q(u) = 0$ for all $u \in C$. 

4. Counting in polar spaces

The next theorem is well known.

**Theorem 4.1.** The number of subspaces of rank $k$ in $V(n, q)$ is

$$\begin{pmatrix} n \\ k \end{pmatrix}_q = \frac{(q^n - 1)(q^n - q) \cdots (q^n - q^{k-1})}{(q^k - 1)(q^k - q) \cdots (q^k - q^{k-1})},$$

Let $U$ be a subspace of $V = V(n, q)$ with rank $k$. Then $V/U$ is vector space and the rank is $n - k$. In addition $V/U$ is isomorphic to $V(n-k, q)$. We want to apply similar argument to the followings. Suppose that $P$
is a polar space with rank $r$ in $V$ and let $U$ be totally singular one dimensional subspace. Note that $U^\perp = \{ v \mid \beta(u, v) = 0 \text{ for all } u \in U \}$. We define $Q_U(x + U) = Q(x)$ in $U^\perp / U$. Then for $u \in U$, $x \in U^\perp$, $Q_U(x + u + U) = Q(x + u) = \beta(x, u) + Q(x) + Q(u) = Q(x) = Q_U(x + U)$. Therefore $Q_U$ is well-defined quadratic form. So we can have next two theorems.

**Theorem 4.2.** [4] $P$ is a polar space of rank $r$ in $V(n, q)$ and $U$ is totally singular 1-dimensional subspace. Then $U^\perp / U$ is a polar space of rank $r - 1$ of the same type as $P$.

**Corollary 4.3.** $P$ is a polar space of rank $r$ in $V(n, q)$ and $U$ is totally singular $k$-dimensional subspace. Then $U^\perp / U$ is a polar space of rank $r - k$ of the same type as $P$.

**Proof.** Suppose that $U = \langle e_1, \ldots, e_k \rangle$ and $k \leq r$. By 3.2 we can choose a basis such that $V = \langle e_1, f_1, \ldots, e_k, f_k, \ldots, e_r, f_r \rangle \oplus A$, where $A$ is anisotropic subspace. Then $U^\perp / U = \langle e_{k+1}, f_{k+1}, \ldots, e_r, f_r \rangle \oplus A$. □

We assign a fixed $\epsilon$-value to each polar space as follows.

<table>
<thead>
<tr>
<th>Form</th>
<th>$n$</th>
<th>Polar space</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternating</td>
<td>$2r$</td>
<td>Symplectic</td>
<td>0</td>
</tr>
<tr>
<td>Hermitian</td>
<td>$2r$</td>
<td>Unitary</td>
<td>$-\frac{r}{2}$</td>
</tr>
<tr>
<td>Hermitian</td>
<td>$2r + 1$</td>
<td>Unitary</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$2r$</td>
<td>Hyperbolic</td>
<td>$-1$</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$2r + 1$</td>
<td>Parabolic</td>
<td>0</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$2r + 2$</td>
<td>Elliptic</td>
<td>1</td>
</tr>
</tbody>
</table>

**Theorem 4.4.** [3] The number of points of a finite polar space $P$ of rank $r$ is

$$\frac{(q^r - 1)(q^{r+\epsilon} + 1)}{q - 1}$$

**Theorem 4.5.** [3] The number of $(r - 1)$-dimensional subspaces of a finite polar space $P$ of a rank $r$ is

$$\prod_{i=1}^{r} (q^{i+\epsilon} + 1)$$
Theorem 4.6. The number of $(k-1)$-dimensional subspaces in polar space $P$ of rank $r$ is

$$\prod_{i=r-k+1}^{r} (q^{i+k} + 1) \cdot \left[ \begin{array}{c} r \\ k \end{array} \right]_{q}$$

Proof. Let $S(k)$ be the number of totally singular $(k-1)$-dimensional subspaces of a finite polar space $P$ of a rank $r$. We just need to find the $S(k)$ to prove the theorem. Let $H(r)$ be the number of $r-1$ dimensional subspaces in a polar space of rank $r$. Assume $U$ is a totally singular subspace with dimension $k-1$. Let’s we count the number of pair $(U, W)$, where $W$ is a maximal totally singular subspace in $V$ that containing $U$. By 4.3 $U/U^\perp$ is polar space of rank $r-k$. If $W'$ is maximal singular space in $U/U^\perp$ then $W = \langle U, W' \rangle$ is maximal singular subspace in $V$. Hence if we count $U$ first, the number of pairs is $S(k)H(r-k)$. If we count $W$ first, the number of pairs is $H(r) \left[ \begin{array}{c} r \\ k \end{array} \right]_{q}$. We thus get following relation.

$$S(k)H(r-k) = H(r) \left[ \begin{array}{c} r \\ k \end{array} \right]_{q}$$

i.e,

$$S(k) \prod_{i=1}^{r-k} (q^{i+k} + 1) = \prod_{i=1}^{r} (q^{i+k} + 1) \left[ \begin{array}{c} r \\ k \end{array} \right]_{q}$$

implies

$$S(k) = \prod_{i=r-k+1}^{r} (q^{i+k} + 1) \cdot \left[ \begin{array}{c} r \\ k \end{array} \right]_{q}$$

Theorem 4.7. [1, 2] Let $\sigma(n, k)$ be the number of self-orthogonal codes of length $n$ and dimension $k$ over $GF(q)$, where $q$ is odd. Then:

1. If $n$ is odd,

$$\sigma(n, k) = \prod_{i=0}^{k-1} (q^{(n-1-2i)} - 1) \prod_{i=1}^{k} (q^{i} - 1).$$

2. If $n$ is even and $(-1)^{n/2}$ is square
The mass formula of self-orthogonal codes over \( GF(q) \)

\[
\sigma(n,k) = \frac{(q^{n-k} - q^{n/2-k} + q^{n/2} - 1) \prod_{i=1}^{k-1} (q^{n-2i} - 1)}{\prod_{i=1}^{k} (q^i - 1)}, \quad (k \geq 2)
\]

3. If \( n \) is even and \((-1)^{n/2}\) is not square

\[
\sigma(n,k) = \frac{(q^{n-k} + q^{n/2-k} - q^{n/2} - 1) \prod_{i=1}^{k-1} (q^{n-2i} - 1)}{\prod_{i=1}^{k} (q^i - 1)}, \quad (k \geq 2)
\]

**Proof.** Suppose that \( n \) is odd, \( n = 2r+1 \), \( r \) is polar rank. The notation \( S(k) \) is same as previous theorem.

\[
\sigma(n,k) = S(k) = \prod_{i=r-k+1}^{r} (q^i + 1) \left[ \begin{array}{c} r \\ k \end{array} \right]_q
\]

\[
= (q^{r-k+1} + 1) \cdots (q^r + 1) \frac{(q^r - 1)(q^r - q) \cdots (q^r - q^{k-1})}{(q^k - 1)(q^k - q) \cdots (q^k - q^{k-1})}
\]

\[
= (q^{r-k+1} + 1) \cdots (q^r + 1) \frac{(q^{r} - 1)(q^{r-1} - 1) \cdots (q^{r-k+1} - 1)}{(q^k - 1)(q^{k-1} - 1) \cdots (q - 1)}
\]

\[
= \frac{(q^{2r-2k+2} - 1) \cdots (q^{2r} - 1)}{(q^k - 1) \cdots (q - 1)}
\]

\[
= \frac{(q^{n-2k+1} - 1) \cdots (q^{n-1} - 1)}{(q^k - 1) \cdots (q - 1)}
\]

\[
= \frac{\prod_{i=0}^{k-1} (q^{n-1-2i} - 1)}{\prod_{i=1}^{k} (q^i - 1)}.
\]

Suppose that \( n \) is even and \( n = 2r \). In this case \( \epsilon = -1 \), So we get following.
\[ \sigma(n, k) = S(k) = \prod_{i=r-k+1}^{r} (q^{i-1} + 1) \left[ \frac{r}{k} \right]_q \]

\[ = (q^{r-k} + 1) \cdots (q^{r-1} + 1) \frac{(q^r - 1)(q^r - q) \cdots (q^r - q^{k-1})}{(q^k - 1)(q^k - q) \cdots (q^k - q^{k-1})} \]

\[ = (q^{r-k} + 1) \cdots (q^{r-1} + 1) \frac{(q^r - 1)(q^{r-1} - 1) \cdots (q^{r-k+1} - 1)}{(q^k - 1)(q^{k-1} - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{r-k} + 1)(q^r - 1)(q^{2r-2} - 1) \cdots (q^{2r-2k+2} - 1)}{(q^k - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{n-k} - q^{n/2-k} + q^{n/2} - 1)(q^{n-2} - 1) \cdots (q^{n-2k+2} - 1)}{(q^k - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{n-k} - q^{n/2-k} + q^{n/2} - 1) \prod_{i=1}^{k-1} (q^{n-2i} - 1)}{\prod_{i=1}^{k} (q^i - 1)} \]

Suppose that \( n \) is even and \( n = 2r + 2 \). In this case \( \epsilon = 1 \), so we get following.

\[ \sigma(n, k) = S(k) = \prod_{i=r-k+1}^{r} (q^{i+1} + 1) \left[ \frac{r}{k} \right]_q \]

\[ = (q^{r-k+2} + 1) \cdots (q^{r+1} + 1) \frac{(q^r - 1)(q^r - q) \cdots (q^r - q^{k-1})}{(q^k - 1)(q^k - q) \cdots (q^k - q^{k-1})} \]

\[ = (q^{r-k+2} + 1) \cdots (q^{r+1} + 1) \frac{(q^r - 1)(q^{r-1} - 1) \cdots (q^{r-k+1} - 1)}{(q^k - 1)(q^{k-1} - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{r+1} + 1)(q^{r-k+1} - 1)(q^{2r} - 1) \cdots (q^{2r-2k+4} - 1)}{(q^k - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{2r-k+2} - q^{r+1} + q^{r-k+1} - 1)(q^{2r} - 1) \cdots (q^{2r-2k+4} - 1)}{(q^k - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{n-k} - q^{n/2} + q^{n/2-k} - 1)(q^{n-2} - 1) \cdots (q^{n-2k+2} - 1)}{(q^k - 1) \cdots (q - 1)} \]

\[ = \frac{(q^{n-k} + q^{n/2-k} - q^{n/2} - 1) \prod_{i=1}^{k-1} (q^{n-2i} - 1)}{\prod_{i=1}^{k} (q^i - 1)} \]

\[ \Box \]
The mass formula of self-orthogonal codes over $\text{GF}(q)$

In this mass formula when $n$ is even, $\sigma(n, 1)$ was omitted. One dimensional self orthogonal codes in $V(n, q)$ is corresponded to points in polar space. Thus by 4.4, $\sigma(n, 1) = (q^n - 1)(q^{\frac{n}{2}+\epsilon} + 1)/(q - 1)$. If $(-1)^{n/2}$ is square then $n = 2r$ and $\epsilon = -1$, so

$$\sigma(n, 1) = \frac{q^{n-1} + q^{n/2} - q^{n/2-1} - 1}{q - 1}$$

If $(-1)^{n/2}$ is not square then $n = 2r + 2$ and $\epsilon = 1$, thus

$$\sigma(n, 1) = \frac{q^{n-1} - q^{n/2} + q^{n/2-1} - 1}{q - 1}$$
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