EXTREMAL TYPE I ADDITIVE SELF-DUAL CODES OVER $GF(4)$ WITH NEAR-MINIMAL SHADOW
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Abstract. In this paper, we define near-minimal shadow and study the existence problem of extremal Type I additive self-dual codes over $GF(4)$ with near-minimal shadow. We prove that there is no such codes if the code length $n = 6m+1 (m \geq 0)$, $n = 6m+5 (m \geq 1)$.

1. Introduction

The additive code $C$ over $GF(4)$ of length $n$ is an additive subgroup of $GF(4)^n$. The weight of a codeword $u = (u_1, u_2, \ldots, u_n)$ in $GF(4)^n$ is the number of non-zero $u_j$ and is denoted by $wt(u)$. The minimum distance of $C$ is the smallest non-zero weight of any codeword in $C$. Here, $C$ is a $k$-dimensional $GF(2)$-subspace of $GF(4)^n$, and, therefore, it has $2^k$ codewords. It is denoted as an $(n, 2^k)$ code, and, if its minimum distance is $d$, the code is an $(n, 2^k, d)$ code.

The trace map, $Tr : GF(4) \to GF(2)$, is defined by $Tr(x) = x + x^2$. The Hermitian trace inner product of two vectors over $GF(4)$ of length $n$, $u = (u_1, u_2, \ldots, u_n)$ and $v = (v_1, v_2, \ldots, v_n)$ is given by

$$u \ast v = \sum_{i=1}^{n} Tr(u_i v_i^2) = \sum_{i=1}^{n} (u_i v_i^2 + u_i^2 v_i) \pmod{2}.$$
We define the dual of the code \( C \) with respect to the Hermitian trace inner product as follows:

\[
C^\perp = \{ u \in GF(4)^n : u \ast c = 0 \text{ for all } c \in C \}.
\]

If \( C \subseteq C^\perp \), we say \( C \) is self-orthogonal, and if \( C = C^\perp \), we say \( C \) is self-dual. If \( C \) is self-dual, then it must be an \( (n, 2^n) \) code.

We distinguish between two types of additive self-dual codes over \( GF(4) \). A code is Type II if all codewords have even weights, otherwise it is Type I. Bounds on the minimum distance of additive self-dual codes over \( GF(4) \) were provided in [9].

**Theorem 1.1.** [9] Let \( C \) be an \( (n, 2^n, d) \) additive self-dual code over \( GF(4) \). If \( C \) is Type I, then

\[
d \leq \begin{cases} 
2\lfloor n/6 \rfloor + 1, & \text{if } n \equiv 0 \pmod{6}; \\
2\lfloor n/6 \rfloor + 3, & \text{if } n \equiv 5 \pmod{6}; \\
2\lfloor n/6 \rfloor + 2, & \text{otherwise}.
\end{cases}
\]

If \( C \) is Type II, then

\[
d \leq 2\lfloor n/6 \rfloor + 2.
\]

A code that meets the appropriate bound is called extremal. The proof of Theorem 1.1 for Type I codes is formulated using a shadow code, which is defined as follows: Let \( C \) be an additive self-dual code over \( GF(4) \) and \( C_0 \) be the subset of \( C \) consisting of all codewords whose weights are multiples of two. Then, \( C_0 \) is a subgroup of \( C \). The shadow code of an additive code \( C \) over \( GF(4) \) is defined by:

\[
S = C^\perp_0 \setminus C.
\]

Alternately, it can be defined as:

\[
S = \{ u \in GF(4)^n : u \ast v = 0 \text{ for all } v \in C_0, \ u \ast v = 1 \text{ for all } v \in C \setminus C_0 \}.
\]

Bautista, et al. [1] studied the minimum weight \( d \) of \( C \) and the minimum weight \( s \) of \( S \) simultaneously, and they showed that \( 2d + s \leq n + 2 \), unless \( n = 6m + 5 \) and \( d = 2m + 3 \), in which \( 2d + s = n + 4 \). If equality holds, i.e., \( 2d + s = n + 2 \) (or \( 2d + s = n + 4 \)), then the codes are called \( s \)-extremal. They also classified \( s \)-extremal codes with \( 1 \leq d \leq 4 \).

On the other hand, the author made a research for the smallest value \( s \) of \( S \) [4]. The following is the definition of minimal shadow.
Definition 1.2. [4] Let $C$ be a Type I additive self-dual code over $GF(4)$ of length $n = 6m + r(0 \leq r \leq 5)$. Then, $C$ is a code with minimal shadow if:

1. $d(S) = 1$ if $r = 1, 3, 5$; and
2. $d(S) = 2$ if $r = 0, 2, 4$,

where $d(S)$ is the minimum weight of $S$.

The author proved nonexistence of extremal self-dual codes with minimal shadow [4]. More specific, the author proved that extremal Type I additive self-dual codes over $GF(4)$ of lengths $n = 6m + 1, 6m + 5$ with minimal shadow do not exist. The author also proved that there are no extremal Type I additive self-dual codes over $GF(4)$ of length $n$ with minimal shadow if $n = 6m(m \geq 40), n = 6m + 2(m \geq 6)$, and $n = 6m + 3(m \geq 22)$.

The author studied near-extremal additive self-dual codes over $GF(4)$ with minimal shadow [5]. The following is the definition of near-extremal codes.

Definition 1.3. Let $C$ be an $(n, 2^n, d)$ Type I additive self-dual code over $GF(4)$. Then, $C$ is near-extremal if: $d = 2\lceil n/6 \rceil$ if $n \equiv 0 \pmod{6}$, $d = 2\lceil n/6 \rceil + 2$ if $n \equiv 5 \pmod{6}$, and $d = 2\lceil n/6 \rceil + 1$ otherwise.

The author proved that there are no near-extremal Type I additive self-dual codes over $GF(4)$ of length $n$ with minimal shadow if $n = 6m + 1(m \geq 22)$ [5].

In this paper, we study near-minimal shadow. In the following, we give the definition of a code with near-minimal shadow.

Definition 1.4. Let $C$ be a Type I additive self-dual code over $GF(4)$ of length $n = 6m + r(0 \leq r \leq 5)$. Then, $C$ is a code with near-minimal shadow if:

1. $d(S) = 3$ if $r = 1, 3, 5$; and
2. $d(S) = 4$ if $r = 0, 2, 4$,

where $d(S)$ is the minimum weight of $S$.

The main result of this paper is the following theorem.

Theorem 1.5. There are no extremal Type I additive self-dual codes over $GF(4)$ of length $n$ with near-minimal shadow if

1. $n = 6m + 1$;
2. $n = 6m + 5$ and $m \geq 1$. 
Table 1. Non-existence of extremal(or near-extremal) Type I additive self-dual codes over $GF(4)$ with minimal(or near-minimal) shadow of length $n = 6m + p$

<table>
<thead>
<tr>
<th>$(d, s) \setminus p$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ext, min)</td>
<td>$\geq 40$</td>
<td>x</td>
<td>$\geq 6$</td>
<td>$\geq 22$</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>(n-ext, min)</td>
<td>$\geq 22$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ext, n-min)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\geq 1$</td>
</tr>
</tbody>
</table>

We summarize the results so far in Table 1. In the table, we give the results of non-existence of extremal(or near-extremal) Type I additive self-dual codes over $GF(4)$ with minimal(or near-minimal) shadow of length $n = 6m + p, (0 \leq p \leq 5)$. The first row of the table represent the value $p$, and the first column of the table represents extremal(or near-extremal) w.r.t. the minimum weight $d$ of $C$ and minimal(or near-minimal) w.r.t. the minimum weight $s$ of $S$. More specific, (ext, min) corresponds to the case $d$ is extremal and $s$ is minimal, (n-ext, min) corresponds to the case $d$ is near-extremal and $s$ is minimal, and (ext, n-min) corresponds to the case $d$ is extremal and $s$ is near-minimal. In the table, ‘x’ represents the non-existence of the corresponding codes. ‘$\geq$ number’ represents the non-existence of the corresponding codes if $m \geq$ number.

This paper is organized by the following. In section 2, we give the proof of Theorem 1.5. In section 3, we give example codes. In section 4, we give the summary of this paper. All the computation of this paper were done with Maple software and Magma [2].

Remark 1.6. In [6], the author made a research for near-minimal shadow of binary self-dual codes. In the paper, the author defined near-minimal shadow and studied the existence problem of extremal Type I binary self-dual codes with near-minimal shadow. The author proved that there is no such codes if the code length $n = 24m + 2 (m \geq 0)$, $n = 24m + 4 (m \geq 9)$, $n = 24m + 6 (m \geq 21)$, and $n = 24m + 10 (m \geq 87)$. The structure of this paper is similar to the one of the paper [6].
2. Proof of Theorem 1.5

In this section, we give the proof of Theorem 1.5. The weight enumerator of a code is given by

\[ W_C(x, y) = \sum_{i=0}^{n} A_i x^{n-i} y^i, \]

where there are \( A_i \) codewords of weight \( i \) in \( C \). The following lemma is needed in this paper.

**Lemma 2.1.** [4] Let \( C \) be a Type I additive self-dual code over \( \text{GF}(4) \) and \( S \) be the shadow code of \( C \). If \( u, v \in S \), then \( u + v \in C \).

**Lemma 2.2.** [4] Let \( C \) be an additive self-dual code over \( \text{GF}(4) \) of length \( n \) and minimum weight \( d \). Let \( S(y) = \sum_{r=0}^{n} B_r y^r \) be the weight enumerator of \( S \). Then:

1. \( B_0 = 0 \);
2. \( B_r \leq 1 \) for \( r < d/2 \).

Let \( C \) be a Type I additive self-dual code over \( \text{GF}(4) \). By [9], the weight enumerator of \( C \), \( W_C(x, y) \), and its shadow code weight enumerator, \( W_S(x, y) \), are given by:

\[ W_C(x, y) = \sum_{i=0}^{[n/2]} c_i (x + y)^{n-2i} \{y(x - y)\}^i, \]

\[ W_S(x, y) = \sum_{i=0}^{[n/2]} (-1)^i 2^{n-3i} c_i y^{n-2i} (x^2 - y^2)^i, \]

for suitable constants \( c_i \). We rewrite Eqn. (8) and Eqn. (9) to the following:

\[ W_C(1, y) = \sum_{j=0}^{n} a_j y^j = \sum_{i=0}^{[n/2]} c_i (1 + y)^{n-2i} \{y(1 - y)\}^i \]

and

\[ W_S(1, y) = \sum_{j=0}^{[n/2]} b_j y^{2j+t} = \sum_{i=0}^{[n/2]} (-1)^i 2^{n-3i} c_i y^{n-2i} (1 - y^2)^i, \]
where \( t = 0 \) if \( n \) is even, and \( t = 1 \) if \( n \) is odd. Note that all \( a_j \) and \( b_j \) must be nonnegative integers. One can write \( c_i \) as a linear combination of the \( a_j \) for \( 0 \leq j \leq i \), and one can write \( c_i \) as a linear combination of \( b_j \) for \( 0 \leq j \leq \lfloor n/2 \rfloor - i \) in the following form for suitable constants \( \alpha_{ij} \) and \( \beta_{ij} \):

\[
\text{(12)} \quad c_i = \sum_{j=0}^{i} \alpha_{ij} a_j = \sum_{j=0}^{\lfloor n/2 \rfloor - i} \beta_{ij} b_j.
\]

In our computation, we need to calculate \( \alpha_{i0} \) and \( \beta_{ij} \). The following formulas can be found in [9] for \( i > 0 \):

\[
\text{(13)} \quad \alpha_{i0} = -\frac{n}{i} \left[ \text{coeff. of } y^{i-1} \text{ in } (1 + y)^{-n+1+2i}(1 - y)^{-i} \right]
\]

and

\[
\text{(14)} \quad \beta_{ij} = (-1)^{i} 2^{3i-n} \binom{k-j}{i},
\]

where \( k = \lfloor n/2 \rfloor \). Note that \( a_0 = c_0 = \alpha_{00} = 1 \). In the following lemma, we give another formula for \( \alpha_{i0} \).

**Lemma 2.3.** Let \( 0 \leq i \leq \lfloor n/2 \rfloor \). Then we have

\[
\alpha_{i0} = \begin{cases} 
-\frac{n}{i} \sum_{t=0}^{n+1-3i} (-1)^{i} \binom{n+1-3i}{t} \binom{2n-3i-t-1}{i-t-1}, & \text{if } n+1-3i \geq 0; \\
-\frac{n}{i} \sum_{0 \leq t \leq \lfloor \frac{i-1}{2} \rfloor} (n-2i+t) \binom{n+1-3i}{i-1-2t}, & \text{else.}
\end{cases}
\]

**Proof.** From Eqn. (13), we have

\[
\alpha_{i0} = -\frac{n}{i} \left[ \text{coeff. of } y^{i-1} \text{ in } (1 + y)^{-n+1+2i}(1 - y)^{-i} \right].
\]

And

\[
(1 + y)^{-n+1+2i}(1 - y)^{-i} = (1 - y^2)^{-n+1+2i}(1 - y)^{n+1-3i}.
\]

Suppose that \( n+1-3i \geq 0 \). Since

\[
(1 - y^2)^{-n+1+2i}(1 - y)^{n+1-3i} = (1 - y^2)^{-n+1+2i} \sum_{t=0}^{n+1-3i} (-1)^{i} \binom{n+1-3i}{t} y^t,
\]
we have
\[ \alpha_{i0} = -\frac{n}{i} \sum_{t=0}^{n+1-3i/t} (-1)^t \binom{n + 1 - 3i}{t} \left[ \text{coeff. of } y^{i-1} \text{ in } (1 - y^2)^{-n+1+2i}y^t \right]. \]

Note that
\[ (1 - y^2)^{-n+1+2i}y^t = \sum_{0 \leq j} \binom{n + 1 - 2i + j - 1}{j} y^{2j+t}. \]

In Eqn. (17), we use the following formula.
\[ (1 - x)^{-a} = \sum_{0 \leq j} \binom{-a}{j} (-1)^j x^j = \sum_{0 \leq j} \binom{a + j - 1}{j} x^j, \]

for \( a > 0 \). In Eqn. (17), let \( 2j + t = i - 1 \). Then \( j = \frac{i-t-1}{2} \). Therefore,
\[ \alpha_{i0} = \frac{n}{i} \sum_{t=0, t+i \text{ is odd}}^{n+1-3i/t} (-1)^t \binom{n + 1 - 3i}{t} \binom{n + 1 - 2i + \frac{i-t-1}{2} - 1}{i-t-1/2}. \]

Suppose that \( n + 1 - 3i < 0 \). Since
\[ (1 - y^2)^{-n+1+2i}(1 - y)^{n+1-3i} \]
\[ = \left[ \sum_{0 \leq t} \binom{n + 1 - 2i + t - 1}{t} y^{2t} \right] \times \left[ \sum_{0 \leq j} \binom{-n + 1 + 3i + j - 1}{j} y^j \right] \]
\[ = \sum_{0 \leq t,j} \binom{n - 2i + t}{t} \binom{-n - 2 + 3i + j}{j} y^{2t+j}, \]

we have
\[ \alpha_{i0} = \frac{-n}{i} \sum_{0 \leq t,j} \binom{n - 2i + t}{t} \binom{-n - 2 + 3i + j}{j} y^{2t+j}. \]

Let \( j = i - 1 - 2t \) in Eqn. (20). Then we have the following result.
\[ \alpha_{i0} = \frac{-n}{i} \sum_{0 \leq t \leq \lfloor \frac{i-1}{2} \rfloor} \binom{n - 2i + t}{t} \binom{-n - 2 + 3i + i - 1 - 2t}{i - 1 - 2t} \]
\[ = \frac{-n}{i} \sum_{0 \leq t \leq \lfloor \frac{i-1}{2} \rfloor} \binom{n - 2i + t}{t} \binom{-n + 4i - 3 - 2t}{i - 1 - 2t}. \]
This completes the proof.

Throughout this section, we assume that $C$ be an extremal Type I additive self-dual code over $GF(4)$ with near-minimal shadow of length $n = 6m + r$. In the following subsection, we prove the first part of Theorem 1.5.

2.1. The case $n = 6m + 1$. Suppose that $r = 1$. Since $C$ is extremal, we have $a_0 = 1, a_1 = a_2 = \cdots = a_{2m+1} = 0$. By Lemma 2.2, we have $b_0 = 0, b_1 = 1$ if $m \geq 3$. Also we have $b_2 = b_3 = \cdots = b_{m-2} = 0$. Otherwise, $S$ would contain a vector $v$ of weight less than or equal to $2m - 4 + 1$, and if $u \in S$ is a vector of weight 3, then $u + v \in C$ with $wt(u + v) \leq 2m$, a contradiction to the minimum distance of $C$.

Using Eqn. (12) and the above discussion, we have the following.

\begin{equation}
    c_i = \sum_{j=0}^{i} \alpha_{ij}a_j = \alpha_{i0} \quad (0 \leq i \leq 2m + 1)
\end{equation}

and

\begin{equation}
    c_i = \sum_{j=0}^{3m-i} \beta_{ij}b_j = \beta_{i1} + \sum_{j=2}^{3m-i} \beta_{ij}b_j = \beta_{i1} \quad (2m + 2 \leq i \leq 3m - 1).
\end{equation}

Note that $c_{3m} = 0$.

From Eqn. (23) and Eqn. (24) we have

\begin{equation}
    c_{2m+1} = \alpha_{2m+1,0} = \beta_{2m+1,1} + \beta_{2m+1,m-1}b_{m-1}.
\end{equation}

Therefore, we get:

\begin{equation}
    b_{m-1} = \frac{\alpha_{2m+1,0} - \beta_{2m+1,1}}{\beta_{2m+1,m-1}}.
\end{equation}

From Eqn. (13) and Eqn. (14) we have

\begin{equation}
    \alpha_{2m+1,0} = -\frac{6m + 1}{2m + 1}\binom{3m}{m}
\end{equation}

and

\begin{equation}
    \beta_{2m+1,1} = -4 \times \binom{3m - 1}{2m + 1}, \quad \beta_{2m+1,m-1} = -4.
\end{equation}

Therefore, we get:

\begin{equation}
    b_{m-1} = \frac{6m + 1}{4(2m + 1)} \binom{3m}{m} - \binom{3m - 1}{2m + 1}.
\end{equation}
From Eqn. (23) and Eqn. (24) we have
\[ c_{2m} = \alpha_{2m,0} = \beta_{2m,1} + \beta_{2m,m-1} b_{m-1} + \beta_{2m,m} b_m. \]
Therefore, we get:
\[ b_m = \frac{\alpha_{2m,0} - \beta_{2m,1} - \beta_{2m,m-1} b_{m-1}}{\beta_{2m,m}}. \]
From Eqn. (13) and Eqn. (14) we have
\[ \alpha_{2m,0} = \frac{6m + 1}{m} \binom{3m}{m-1} \]
and
\[ \beta_{2m,1} = \frac{1}{2} \binom{3m-1}{2m}, \quad \beta_{2m,m-1} = \frac{2m+1}{2}, \quad \beta_{2m,m} = \frac{1}{2}. \]
Therefore, we get:
\[ b_m = -\frac{(3m - 1)! f(m)}{4(2m + 1)! (m - 1)!}, \]
where
\[ f(m) = 28m^2 - 108m - 13. \]
We can see that \( f(m) > 0 \) if \( m \geq 4 \). Therefore, if \( m \geq 4 \), then \( b_m < 0 \).
This is a contradiction. We know that there is no extremal code if \( m = 0, 1, 2, 3 \) \cite{8}. This completes the first part of Theorem 1.5.

2.2. The case \( n = 6m + 5 \). In this subsection, we prove the second part of Theorem 1.5. Suppose that \( r = 5 \). Since \( C \) is extremal, we have \( a_0 = 1, a_1 = a_2 = \cdots = a_{2m+2} = 0 \). By Lemma 2.2, we have \( b_0 = 0, b_1 = 1 \) if \( m \geq 2 \). Also we have \( b_2 = b_3 = \cdots = b_{m-1} = 0 \). Otherwise, \( S \) would contain a vector \( v \) of weight less than or equal to \( 2m - 2 + 1 \) and if \( u \in S \) is a vector of weight 3, then \( u + v \in C \) with \( \text{wt}(u + v) \leq 2m + 2 \), a contradiction to the minimum distance \( C \).

Using Eqn. (12) and the above discussion, we have the following.
\[ c_i = \sum_{j=0}^{i} \alpha_{ij} a_j = \alpha_{i0} \ (0 \leq i \leq 2m + 2) \]
and
\[ c_i = \sum_{j=0}^{3m+2-i} \beta_{ij} b_j = \beta_{i1} + \sum_{j=2}^{3m+2-i} \beta_{ij} b_j = \beta_{i1} \ (2m + 3 \leq i \leq 3m + 1). \]
Note that \( c_{3m+2} = 0 \).

From Eqn. (36) and Eqn. (37) we have

\[
(38) \quad c_{2m+2} = \alpha_{2m+2,0} = \beta_{2m+2,1} + \beta_{2m+2,m} b_m.
\]

Therefore, we get:

\[
(39) \quad b_m = \frac{\alpha_{2m+2,0} - \beta_{2m+2,1}}{\beta_{2m+2,m}}.
\]

From Eqn. (13) and Eqn. (14) we have

\[
(40) \quad \alpha_{2m+2,0} = 0
\]

and

\[
(41) \quad \beta_{2m+2,1} = 2 \times \binom{3m+1}{m-1}, \quad \beta_{2m+2,m} = 2.
\]

Therefore, we get:

\[
(42) \quad b_m = -\binom{3m+1}{m-1}.
\]

Note that \( b_m \) is negative. Therefore if \( m \geq 2 \), then the code does not exist. If \( m = 1 \), then \( C \) is a \((11,2^{11},5)\) extremal code. For this case, we can easily check that the code is not near-extremal (see Example 3.2 in Section 3). This completes the second part of Theorem 1.5.

3. Examples

In this section, we give two example codes. One is an extremal Type I code with near-minimal shadow. The other is an extremal Type I code but not near-minimal.

**Example 3.1.** There is unique \((5,2^5,3)\) extremal code [7]. We can easily find a generator matrix \( G \) for the code.

\[
(43) \quad G = \begin{pmatrix}
0 & 0 & w & w^2 & w^2 \\
1 & 0 & w & 1 & w \\
w & 0 & w^2 & w & w^2 \\
0 & 1 & w & w & 1 \\
0 & w & w^2 & w^2 & w
\end{pmatrix}.
\]

The weight enumerator is

\[
(44) \quad W(1,y) = 1 + 10y^3 + 15y^4 + 6y^5
\]
and the shadow weight enumerator is
\[(45)\]
\[S(1, y) = 20y^3 + 12y^5.\]
Therefore the code is near-minimal.

**Example 3.2.** There is unique \((11, 2^{11}, 5)\) extremal code \([3]\). The generator matrix is \(Q_{C_{11}}\) \([3]\).

\[(46)\]
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
w^2 & 1 & w & 0 & 0 & 0 & w & w & w^2 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
w & w & w & w & w & 0 & 0 & 0 & 0 & 0 \\
w^2 & 1 & w & 1 & w & w^2 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & w & w^2 & 1 & 0 & 0 & 0 & w & w^2 \\
1 & w^2 & w & 0 & 0 & 0 & 1 & w^2 & w & 0 & 0 \\
w & 1 & w^2 & 0 & 0 & 0 & w & 1 & w^2 & 0 & 0 \\
0 & 0 & 0 & 1 & w^2 & w & w^2 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & w & 1 & w^2 & 1 & w & w^2 & 0 & 0 \\
1 & w & w^2 & 0 & 0 & 0 & 0 & 0 & 0 & w^2 & w
\end{pmatrix}
\]

The weight enumerator is
\[(47)\]
\[W(1, y) = 1 + 198y^5 + 198y^6 + 990y^7 + 495y^8 + 1650y^9 + 330y^{10} + 234y^{11}\]
and the shadow weight enumerator is
\[(48)\]
\[S(1, y) = 132y^5 + 660y^7 + 1100y^9 + 156y^{11}.\]
Therefore \(Q_{C_{11}}\) is not near-minimal.

4. **Summary**

In this paper, we gave the definition of near-minimal shadow and proved that there is no extremal Type I additive self-dual codes over \(GF(4)\) with near-minimal shadow if the code length \(n = 6m + 1, n = 6m + 5(m \geq 1)\). We have also considered near-extremal Type I additive self-dual codes over \(GF(4)\) with near-minimal shadow. But we could not obtain the similar results. In the future work, it is worth while to improve Table 1.
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