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MATRIX TRANSFORMATIONS AND COMPACT

OPERATORS ON THE BINOMIAL SEQUENCE SPACES

Mustafa Cemİl BİŞGİN

Abstract. In this work, we characterize some matrix classes con-
cerning the Binomial sequence spaces br,s∞ and br,sp , where 1 ≤ p <∞.
Moreover, by using the notion of Hausdorff measure of noncompact-
ness, we characterize the class of compact matrix operators from
br,s0 , br,sc and br,s∞ into c0, c and `∞, respectively.

1. The Basic Notions And Notations
The family of all real(or complex) valued sequences is a vector space

under point-wise addition and scalar multiplication. This space is de-
noted by w and every vector subspace of w is called a sequence space.
The spaces of all bounded, null, convergent and absolutely p-summable
sequences are symbolized with `∞, c0, c and `p , respectively, where
p ∈ [1,∞).

A sequence space X with a linear topology is called a K-space pro-
vided each of the maps pn : X −→ C defined by pn(x) = xn is con-
tinuous for all n ∈ N. A Banach sequence space which has the prop-
erty of K-space is called a BK-space [7]. A BK-space X that con-
tains the set of all finite sequences is said to have AK property, if

x[m] =
m∑
k=0

xke
(k) −→ x (as m → ∞) for all x = (xk) ∈ X, where

e(k) = (0, 0, ..., 1, 0, 0, ...) with 1 in place k and 0 elsewhere [13].
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The classical sequence spaces `∞, c0 and c are BK-spaces according
to their sup-norm defined by ‖x‖∞ = sup

k∈N
|xk| and `p is a BK−space

with respect to its `p-norm defined by

‖x‖`p =
( ∞∑
k=0

|xk|p
) 1

p

where 1 ≤ p <∞.
Let x ∈ w and A = (ank) be an infinite matrix with ank ∈ C, for each

n, k ∈ N. Then,

(1) Ax = ((Ax)n) =

(
∞∑
k=0

ankxk

)∞
n=0

is called the A-transform of x and the series
∑∞

k=0 ankxk is assumed to
be convergent for all n ∈ N. Also, the sequence in the n-th row of A
is denoted by An = {ank}∞k=0 for all n ∈ N. For simplicity of notation,
we prefer throughout the paper that the summation without limits runs
from 0 to ∞.

Let X be an arbitrary sequence space and A = (ank) be an infinite
matrix. Then the set defined by

(2) XA =
{
x = (xk) ∈ w : Ax ∈ X

}
is called the domain of A and XA is also a sequence space. The notation
of (X : Y ) stands for the class of all infinite matricesA such thatX ⊂ YA.
The spaces of all bounded and convergent series are defined by means
of the matrix domain of the summation matrix S = (snk) such that
bs = (`∞)S and cs = cS, respectively, where S = (snk) is defined by

snk =

{
1 , 0 ≤ k ≤ n
0 , k > n

for all n, k ∈ N. For an infinite matrix A = (ank), we use the term of
triangle, if ank = 0 for k > n and ann 6= 0 for all n, k ∈ N. A triangle
matrix A has an inverse A−1 which is unique and also a triangle matrix.

Let X and Y be normed spaces. Then, the set of all bounded lin-
ear operators on X into Y is denoted by B(X : Y ). Also, the sets
SX = {x ∈ X : ‖x‖ = 1} and BX = {x ∈ X : ‖x‖ ≤ 1} are called the
unit sphere and closed unit ball in X, respectively.



Matrix Transformations And Compact Operators 951

Let X be a BK-space containing the set of all finite sequences and

a ∈ w. Then, we write ‖a‖∗X = sup
x∈BX

∣∣∣∣ ∞∑
k=0

akxk

∣∣∣∣.
A linear operator L : X −→ Y is said to be compact if and only

if for each bounded sequence (xn) in X the sequence (L(xn)) has a
subsequence such that the subsequence is convergent in Y . We denote
the class of such operators by C(X, Y ) [13].

A functional L : `∞ −→ R is called a Banach Limit, if the following
conditions hold.

(i) L(axn + byn) = aL(xn) + bL(yn) a, b ∈ R
(ii) L(xn) ≥ 0 if xn ≥ 0, n = 0, 1, 2, ...
(iii) L(P j(xn)) = L(xn), P j(xn) = xn+j, j = 1, 2, 3, ...
(iv) L(e) = 1 where e = (1, 1, ...)
A bounded sequence x = (xn) is called almost convergent to the

generalized limit λ if L(xn) = λ hold for every Banach Limit L [12].
Here λ is called f − limit of (xn) and denoted by f − limxn = λ.

The theory of matrix transformations is of great interest in the study
of sequence spaces and was first motivated by Cesàro, Riesz Norlund,
... . So, many authors have defined new sequence spaces by the aid
of the matrix transformations. For example, c̃ and c̃0 in [26], Xp and
X∞ in [22], c0(∆), c(∆) and `∞(∆) in [11], er0 and erc in [1], erp and

er∞ in [2] and [16], er0(∆), erc(∆) and er∞(∆) in [3], er0(∆
(m)), erc(∆

(m)) and
er∞(∆(m)) in [23]. Moreover, some authors have investigated compactness
property by using the notion of Hausdorff measure of noncompactness
in [17], [18], [19], [20] and [21].

In this work, we characterize some matrix classes concerning the Bi-
nomial sequence spaces br,s∞ and br,sp , where 1 ≤ p < ∞. Moreover, by
using the notion of Hausdorff measure of noncompactness, we character-
ize the class of compact matrix operators from br,s0 , br,sc and br,s∞ into c0,
c and `∞, respectively.

2. Some Matrix Classes Related To The Binomial Sequence
Spaces

In this chapter, we remind some informations about the Binomial
sequence spaces, almost convergent sequences space and almost conver-
gent series space. Also, we charecterize some matrix classes concerning
the Binomial sequence spaces br,s∞ and br,sp , where 1 ≤ p <∞.
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The Binomial sequence spaces br,s0 , br,sc , br,s∞ and br,sp have been defined
in [5] and [6] as follows:

br,s0 =

{
x = (xk) ∈ w : lim

n→∞

1

(s+ r)n

n∑
k=0

(
n

k

)
sn−krkxk = 0

}
,

br,sc =

{
x = (xk) ∈ w : lim

n→∞

1

(s+ r)n

n∑
k=0

(
n

k

)
sn−krkxk exists

}
,

br,s∞ =

{
x = (xk) ∈ w : sup

n∈N

∣∣∣∣∣ 1

(s+ r)n

n∑
k=0

(
n

k

)
sn−krkxk

∣∣∣∣∣ <∞
}

and

br,sp =

{
x = (xk) ∈ w :

∑
n

∣∣∣∣∣ 1

(s+ r)n

n∑
k=0

(
n

k

)
sn−krkxk

∣∣∣∣∣
p

<∞

}
where 1 ≤ p < ∞. Given a sequence x = (xk), the Br,s-transform of
x = (xk) is defined by

(3) (Br,sx)k = yk =
1

(s+ r)k

k∑
j=0

(
k

j

)
sk−jrjxj

for all k ∈ N, where the binomial matrix Br,s = (br,snk) is defined by

br,snk =

{
1

(s+r)n

(
n
k

)
sn−krk , 0 ≤ k ≤ n

0 , k > n

for all k, n ∈ N0.

Lorentz proved that f − limxn = λ⇔ lim
i→∞

i∑
k=0

xn+k

i+1
= λ uniformly in

n [12]. By using this fact, the space of all almost convergent sequences
and almost convergent series are defined by

f =

{
x = (xk) ∈ w : ∃λ ∈ C 3 lim

i→∞

i∑
k=0

xn+k
i+ 1

= λ uniformly in n

}
and

fs =

{
x = (xk) ∈ w : ∃λ ∈ C 3 lim

i→∞

i∑
k=0

n+k∑
j=0

xj
i+ 1

= λ uniformly in n

}
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respectively.
Now, we give some lemmas which are needed in the proof of next

theorems.

Lemma 2.1 (see [4]). Let X, Y be any two sequence spaces, A be an
infinite matrix and B be a triangle matrix. Then, A ∈ (X : YB) if and
only if BA ∈ (X : Y ).

Lemma 2.2 (see [25]). A ∈ (`1 : `p) if and only if

sup
k∈N

∑
n

|ank|p <∞

where 1 ≤ p <∞.

Lemma 2.3 (see [6]). Let vr,s3 , vr,s4 and vr,s6 be defined as follows:

vr,s3 =

a = (ak) ∈ w :

∞∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kaj exists for each k ∈ N

 ,

vr,s4 =

a = (ak) ∈ w : sup
n,k∈N

∣∣∣∣∣∣
n∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kaj

∣∣∣∣∣∣ <∞


and

vr,s6 =

a = (ak) ∈ w : sup
n∈N

n∑
k=0

∣∣∣∣∣∣
n∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kaj

∣∣∣∣∣∣
q

<∞

 , 1 < q <∞.

Then, {br,s1 }
β = vr,s3 ∩ v

r,s
4 and

{
br,sp
}β

= vr,s3 ∩ v
r,s
6 , where 1 < p <∞.

For simplicity of notation, we prefer to use the following equality.

tr,snk =
∞∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kanj

for all n, k ∈ N.

Theorem 2.4. Let A = (ank) be an infinite matrix, then the follow-
ings hold:

(i) A ∈ (br,s1 : `∞) if and only if

(4) sup
k,n∈N

|tr,snk| <∞.
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(ii) A ∈ (br,sp : `∞) if and only if

(5) sup
n∈N

∑
k

|tr,snk|
q <∞,

(6) {ank}k∈N ∈ v
r,s
6 (n ∈ N)

where 1 < p <∞.
(iii) A ∈ (br,s∞ : `∞) if and only if

(7) sup
n∈N

∑
k

|tr,snk| <∞,

(8) lim
m→∞

∑
k

∣∣∣∣∣
m∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kanj

∣∣∣∣∣ =
∑
k

|tr,snk| , (n ∈ N)

Proof. We give the proof of theorem for only the case 1 < p < ∞.
The other parts of theorem can be proved by using a similar way.

Let us take any x = (xk) ∈ br,sp . We assume that the conditions (5)

and (6) hold. Then {ank}k∈N ∈
{
br,sp
}β

for all n ∈ N. So, A-transform
of x exists.

By taking into account the relation (3), we can write the following
equality:

(9)
m∑
k=0

ankxk =
m∑
k=0

m∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kanjyk

If we take limit (9) side by side as m→∞, we have

(10)
∑
k

ankxk =
∑
k

tr,snkyk (n ∈ N)

By taking `∞-norm (10) side by side and applying Hölder’s inequality
respectively, we obtain that

‖Ax‖∞ = sup
n∈N

∣∣∣∣∣∑
k

ankxk

∣∣∣∣∣
≤ sup

n∈N

(∑
k

|tr,snk|
q

) 1
q
(∑

k

|yk|p
) 1

p

<∞

This shows us that A ∈ `∞, that is A ∈ (br,sp : `∞).
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Conversely, we assume thatA ∈ (br,sp : `∞). This leads us to {ank}k∈N ∈{
br,sp
}β

for all n ∈ N. Then {tr,snk}n,k∈N exists and the condition (6) hods.

Also, from the same reason, we deduce that the condition (10) holds and
the sequences an = (ank)k∈N define the continuous linear functionals fn
on br,sp such that

fn(x) =
∑
k

ankxk

for all n ∈ N. Moreover, from Theorem 2.2 in [6], we know that br,sp and
`p are norm isomorphic. If we combine this fact and the condition (10),
we conclude that

‖fn‖ = ‖(tr,snk)k∈N‖q
This result says us that the functionals fn are pointwise bounded. There-
fore, by taking into account the Banach-Steinhaus theorem, one can says
that the functionals fn are uniformly bounded, that is there exists a con-
stant M > 0 such that(∑

k

|tr,snk|
q

) 1
q

= ‖fn‖ ≤M

for all n ∈ N. As a consequence, the condition (5) hods. This step
completes the proof.

Theorem 2.5. Let A = (ank) be an infinite matrix. Then, A ∈ (br,s1 :
`p) if and only if

(11) sup
k∈N

∑
n

|tr,snk|
p <∞

where 1 ≤ p <∞.

Proof. For a given sequence x = (xk) ∈ br,s1 , we suppose that the

condition (11) holds. Then, y = (yk) ∈ `1 and {ank}k∈N ∈ {b
r,s
1 }

β for all
n ∈ N. Therefore the A-transform of x exists. Then, it is clear that the
series

∑
k

tr,snkyk are absolutely convergent for all fixed n ∈ N and every

y = (yk) ∈ `1. If we apply the Minkowski inequality to (10), we obtain(∑
n

|(Ax)n|p
) 1

p

≤
∑
k

|yk|

(∑
n

|tr,snk|
p

) 1
p

<∞.

Hence Ax ∈ `p, that is A ∈ (br,s1 : `p).



956 M.C. BİŞGİN

On the contrary, assume that A ∈ (br,s1 : `p), where 1 ≤ p < ∞.

This leads us to {ank}k∈N ∈ {b
r,s
1 }

β for all n ∈ N. Then the condition
(10) holds. So, it is clear that T r,s = (tr,snk) ∈ (`1 : `p). If we this fact
and Lemma 2.2, we conclude that the condition (11) holds. This step
completes the proof.

Theorem 2.6. Let A = (ank) be an infinite matrix. Then the follow-
ing statements hold.

(i) A ∈ (br,s1 : f) if and only if (4) holds, and the limit

(12) f − lim tr,snk = λk , ∀k ∈ N

exists for each k ∈ N,
(ii) A ∈ (br,sp : f) if and only if (5), (6) and (12) hold, where 1 < p <∞.
(iii) A ∈ (br,s∞ : f) if and only if (7), (8) and (12) hold, and

lim
m→∞

∑
k

∣∣∣∣∣ 1

m+ 1

m∑
j=0

tr,sn+j,k − λk

∣∣∣∣∣ = 0 uniformly in n.

Proof. The proof of theorem is given for only the case 1 < p < ∞.
The other parts of theorem can be proved by using a similar way.

For a given x = (xk) ∈ br,sp , we suppose that the conditions (5), (6) and
(12) hold. Then A-transform of x exists. By considering the condition
(12), we write that ∣∣∣∣∣ 1

m+ 1

m∑
j=0

tr,sn+j,k

∣∣∣∣∣
q

−→ |λk|q

as m→∞, uniformly in n for all k ∈ N. By using this fact and (5), we
obtain that the inequality

k∑
j=0

|λj|q = lim
m→∞

k∑
j=0

∣∣∣∣∣ 1

m+ 1

m∑
i=0

tr,sn+i,j

∣∣∣∣∣
q

(uniformly in n)

≤ sup
n,m∈N

∑
j

∣∣∣∣∣ 1

m+ 1

m∑
i=0

tr,sn+i,j

∣∣∣∣∣
q

= M <∞,

holds for all k ∈ N. Therefore, (λk) ∈ `q. Furthermore, from Theorem
2.2 in [6], it is known that br,sp

∼= `p. Thus, y = (yk) ∈ `p whenever
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x = (xk) ∈ br,sp . Then, by applying the Hölder’s inequality, we obtain
that ∑

k

|λkyk| ≤

(∑
k

|λk|q
) 1

q
(∑

k

|yk|p
) 1

p

<∞,

that is (λkyk) ∈ `1. Since, y = (yk) ∈ `p, for all ε > 0 there exists a fixed
k0 ∈ N such that (

∞∑
k=k0+1

|yk|p
) 1

p

<
ε

4M
1
q

.

So by considering the the condition (12), there exists some m0 ∈ N such
that ∣∣∣∣∣

k0∑
k=0

[
1

m+ 1

m∑
j=0

tr,sn+j,k − λk

]
yk

∣∣∣∣∣ < ε

2

for all m ≥ m0, uniformly in n. By combining these two facts and
applying the Hölder’s inequality, we obtain that∣∣∣∣∣ 1

m+ 1

m∑
i=0

(Ax)n+i −
∑
k

λkyk

∣∣∣∣∣
=

∣∣∣∣∣∑
k

[
1

m+ 1

m∑
j=0

tr,sn+j,k − λk

]
yk

∣∣∣∣∣
≤

∣∣∣∣∣
k0∑
k=0

[
1

m+ 1

m∑
j=0

tr,sn+j,k − λk

]
yk

∣∣∣∣∣
+

∣∣∣∣∣
∞∑

k=k0+1

[
1

m+ 1

m∑
j=0

tr,sn+j,k − λk

]
yk

∣∣∣∣∣
<

ε

2
+

(
∞∑

k=k0+1

[∣∣∣∣∣ 1

m+ 1

m∑
j=0

tr,sn+j,k

∣∣∣∣∣+ |λk|

]q) 1
q
(

∞∑
k=k0+1

|yk|p
) 1

p

<
ε

2
+ 2M

1
q

ε

4M1q
= ε

for all m ≥ m0, uniformly in n. This means that Ax ∈ f and thereby
A ∈ (br,sp : f).

On the contrary, suppose that A ∈ (br,sp : f). Then, by the aid of the
inclusion f ⊂ `∞, we deduce that A ∈ (br,sp : `∞). If we consider the
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last result and Theorem 2.4, it is obvious that the conditions (5) and (6)
hold.

Now, we consider the sequence g(k)(r, s) =
{
g
(k)
n (r, s)

}
n∈N
∈ br,sp de-

fined by

g(k)n (r, s) =

{
0 , 0 ≤ n < k(

n
k

)
(−s)n−kr−n(s+ r)k , n ≥ k

for all fixed k ∈ N. Since A ∈ (br,sp : f), we have

Ag(k)(r, s) =

{
∞∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kanj

}
n∈N

∈ f

for all k ∈ N. As a consequence, the condition (12) holds. This step
completes the proof.

Let us substitute the ordinary limit instead of f − limit in Theorem
2.6. Then, we can give the next corollary.

Corollary 2.7. Given an infinite matrix A = (ank), the following
statements hold.

(i) A ∈ (br,s1 : c) if and only if (4) holds, and

(13) lim
n→∞

tr,snk = λk , ∀k ∈ N

(ii) A ∈ (br,sp : c) if and only if (5), (6) and (13) hold, where 1 < p <∞.
(iii) A ∈ (br,s∞ : c) if and only if (7), (8) and (13) hold, and

lim
n→∞

∑
k

|tr,snk − λk| = 0

Now, by using Lemma 2.1, Theorems 2.4, 2.5, 2.6 and Corollary 2.7,
we can give the next corollaries.

Corollary 2.8. Let us define a matrix Eu,v = (eu,vnk ) via an infinite
matrix A = (ank) as follows:

eu,vnk =
1

(u+ v)n

n∑
j=0

(
n

j

)
vn−jujajk

for all n, k ∈ N, where u, v ∈ R and uv > 0. Then, the necessary
and sufficient conditions in order that A belongs to any of the classes
(br,s1 : bu,v∞ ), (br,sp : bu,v∞ ), (br,s∞ : bu,v∞ ), (br,s1 : bu,vp ) and (br,sp : bu,vc ) are
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obtained by taking Eu,v = (eu,vnk ) instead of A = (ank) in the required
ones Theorems 2.4, 2.5 and Corollary 2.7.

Corollary 2.9. Let us define a matrix D = (dnk) via an infinite
matrix A = (ank) as follows:

dnk =
1

n+ 1

n∑
j=0

ajk

for all n, k ∈ N. Then, the necessary and sufficient conditions in order
that A belongs to any of the classes (br,s1 : X∞), (br,sp : X∞), (br,s∞ : X∞),
(br,s1 : Xp) and (br,sp : c̃) are obtained by taking D = (dnk) instead of
A = (ank) in the required ones Theorems 2.4, 2.5 and Corollary 2.7,
where X∞, Xp and c̃ are defined in [22] and [26], respectively.

Corollary 2.10. Let us define two matrices H = (hnk) and C =
(cnk) via an infinite matrix A = (ank) as follows:

hnk = ank − an+1,k and cnk = ank − an−1,k
for all n, k ∈ N. Then, the necessary and sufficient conditions in order
that A belongs to any of the classes (br,s1 : `∞(∆)), (br,sp : `∞(∆)), (br,s∞ :
`∞(∆)), (br,s1 : c(∆)), (br,sp : c(∆)), (br,s∞ : c(∆)) and (br,s1 : `p(∆)) are
obtained by taking H = (hnk) or C = (cnk) instead of A = (ank) in the
required ones Theorems 2.4, 2.5 and Corollary 2.7, where `∞(∆) and
c(∆) are defined in [11] and `p(∆) is defined in [4].

Corollary 2.11. Let us define a matrix D = (dnk) via an infinite
matrix A = (ank) as follows:

dnk =
n∑
j=0

ajk

for all n, k ∈ N. Then, the necessary and sufficient conditions in order
that A belongs to any of the classes (br,s1 : cs), (br,sp : cs), (br,s∞ : cs),
(br,s1 : bs), (br,sp : bs), (br,s∞ : bs), (br,s1 : fs), (br,sp : fs) and (br,s∞ : fs) are
obtained by taking D = (dnk) instead of A = (ank) in the required ones
Theorems 2.4, 2.5 and Corollary 2.7.

3. Compact Operators On The Binomial Sequence Spaces
In this chapter, we characterize the class of compact matrix operators

from br,s0 , br,sc and br,s∞ into c0, c and `∞, respectively by using the notion
of Hausdorff measure of noncompactness.
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We assume throughout the chapter that the matrices Dr,s = (dr,snk),

H = (hnk), U
(a) = (u

(a)
nk ), V = (vnk) and T r,s = (tr,snk) are defined as

follows:

dr,snk =

{ (
n
k

)
(−s)n−kr−n(s+ r)k , 0 ≤ k ≤ n

0 , k > n

H = (Dr,s)t, the transpose of Dr,s = (dr,snk),

u
(a)
nk =


∞∑
j=n

ajd
r,s
jk , 0 ≤ k ≤ n

0 , k > n
,

V = HAn and

tr,snk =
∞∑
j=k

(
j

k

)
(−s)j−kr−j(r + s)kanj

for all n, k ∈ N and a = (ak) ∈ w.

Lemma 3.1 (see [14], Theorem 3.2).

(a) Let X be a BK-space which has AK-property or X = `∞. Then,

a = (ak) ∈ {XBr,s}β if and only if a = (ak) ∈ (Xβ)H and U (a) ∈
(X : c0).

Also, if a = (ak) ∈ {XBr,s}β, then we write

∞∑
k=0

akxk =
∞∑
k=0

(Hka)(Br,s
k x)

for all x ∈ XBr,s .
(b) a = (ak) ∈ {cBr,s}β if and only if a = (ak) ∈ (`1)H and U (a) ∈ (c :

c)

Also, if a = (ak) ∈ {cBr,s}β, then we write

∞∑
k=0

akxk =
∞∑
k=0

(Hka)(Br,s
k x)− µλ

for all x ∈ cBr,s , where µ = lim
k→∞

Br,s
k x and λ = lim

n→∞

n∑
k=0

u
(a)
nk .

Lemma 3.2 (see [14], Theorem 3.4).
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(a) Let X be a BK-space which has AK-property or X = `∞ and Y
be an arbitrary subset of w. Then A ∈ (XBr,s : Y ) if and only if
V ∈ (X : Y ) and U (An) ∈ (X : c0) for all n ∈ N.
Also, if A ∈ (XBr,s : Y ), then we write

Ax = V (Br,sx)

for all x ∈ XBr,s .
(b) Let Y be a linear subspace of w. Then, A ∈ (cBr,s : Y ) if and only

if

V ∈ (c0 : Y ), U (An) ∈ (c : c)

for all n ∈ N and

V e− (λn) ∈ Y

where λn = lim
m→∞

m∑
k=0

u
(An)
nk for all n ∈ N.

Also, if A ∈ (cBr,s : Y ), then we write

Ax = V (Br,sx)− µ(λn)

for all x ∈ cBr,s , where µ = lim
k→∞

Br,s
k x.

Proposition 3.3 (see [8], Proposition 3.2).

(a) If X ∈ {c0, `∞}, then we write

(14) ‖a‖∗XBr,s = ‖Ha‖1

for all a = (ak) ∈ {XBr,s}β.
(b) We write

(15) ‖a‖∗cBr,s = ‖Ha‖1 + |λ|

for all a = (ak) ∈ {cBr,s}β, λ = lim
n→∞

n∑
k=0

u
(a)
nk .

Definition 3.4 (see [15], Definition 2.10). Let (X, d) be a metric
space and Q ∈MX , where

MX = {Q : Q ⊂ X and Q bounded}
Then, the Hausdorff measure of noncompactness of Q is defined by

χ(Q) = inf

{
ε > 0 : Q ⊂

n⋃
i=1

B(xi, δi), xi ∈ X, δi < ε (i = 1, 2, ..., n) n ∈ N

}
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where B(xi, δi) = {y ∈ X : d(xi, y) < δi}. Here, the function χ is called
the Hausdorff measure of noncompactness.

Definition 3.5 (see [15], Definition 2.24). Let χ1 and χ2 be Haus-
dorff measure of noncompactness defined on the Banach spaces X and
Y , respectively. The operator L : X −→ Y is called (χ1, χ2)-bounded if
L(Q) ∈MY and there exists a positive constant k such that χ2(L(Q)) ≤
kχ1(Q) for all Q ∈ MX . If an operator L is (χ1, χ2)-bounded, the
(χ1, χ2)-measure of noncompactness of L is defined by

‖L‖(χ1,χ2) = inf {k > 0 : χ2(L(Q)) ≤ kχ1(Q) for every Q ∈MX} .
For brevity of notation , If χ1 = χ2 = χ , then ‖L‖(χ,χ) = ‖L‖χ.

Lemma 3.6. Let X and Y be BK-spaces.

(i) For all A ∈ (X : Y ), there exists a LA ∈ B(X, Y ) such that
LA(x) = Ax(x ∈ X), namely (X : Y ) ⊂ B(X, Y ) (see [15], Theo-
rem 1.23).

(ii) If X has the property AK, then every L ∈ B(X, Y ) is given by
a matrix A ∈ (X : Y ) such that Ax = L(x) (x ∈ X), namely
B(X, Y ) ⊂ (X : Y ) (see [10], Theorem 1.9).

Lemma 3.7 (see [15], Theorem 1.23). Let X be a BK-space and
Y ∈ {`∞, c0, c}. Then, if A ∈ (X : Y ), we have

‖LA‖ = ‖A‖(X,∞) = sup
n∈N
‖An‖∗X <∞

Lemma 3.8 (see [15], Theorem 2.25 and Corollary 2.26). Let X and
Y be Banach spaces and L ∈ B(X, Y ). Then, we write

(16) ‖L‖χ = χ(L(BX)) = χ(L(SX))

(17) ‖L‖χ = 0 if and only if L ∈ C(X, Y )

(18) ‖L‖χ ≤ ‖L‖
Lemma 3.9 (Goldenštein, Gohberg, Markus [15], Theorem 2.23). Let

X be a Banach space which has a Schauder basis {e1, e2, ...}, Q ∈ MX

and Pn : X −→ X be the projector onto linear span of {e1, e2, ...}. Then,
the following inequality holds.

1

σ
lim sup
n→∞

(
sup
x∈Q
‖(I − Pn)(x)‖

)
≤ χ(Q) ≤ lim sup

n→∞

(
sup
x∈Q
‖(I − Pn)(x)‖

)
where σ = lim sup

n→∞
‖I − Pn‖.
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Lemma 3.10 (see [24], Theorem 2.8). Let X ∈ {`p, c0}, where 1 ≤
p < ∞ and Q ∈ MX . For an operator Pn : X −→ X defined by
Pn(x) = x[n] (x ∈ X) the following statement holds.

χ(Q) = lim
n→∞

(
sup
x∈Q
‖(I − Pn)(x)‖

)
Theorem 3.11. Let X ∈ {br,s0 , br,s∞ }. Then the following statements

hold.

(i) If A ∈ (X : c0), then

(19) ‖LA‖χ = lim
m→∞

‖T r,s[m]‖(X,∞)

(ii) If A ∈ (X : `∞), then

(20) 0 ≤ ‖LA‖χ ≤ lim
m→∞

‖T r,s[m]‖(X,∞)

where T r,s[m] = sup
n>m

(
∞∑
k=0

|tr,snk|
)

for all m ∈ N.

Proof. It is obvious that the limits in (19) and (20) exist.
(i) If we apply Lemmas 3.8 and 3.10, we obtain

(21) ‖L‖χ = χ(L(BX)) = lim
m→∞

(
sup
x∈BX

‖(I − Pm)(Ax)‖
)

where the projector Pm : c0 −→ c0 is defined by Pm(x) = x[m] for
x = (xk) ∈ c0 and m ∈ N0.

Let A[m] = (amnk)
∞
n,k=0 be defined as follows:

amnk =

{
0 , 0 ≤ n ≤ m
ank , n > m

for all n, k,m ∈ N. Then, since A[m] ∈ (X : c0) and hence A
[m]
n ∈ Xβ,

by taking into account Lemmas 3.7 and 3.1 and (14) in Proposition 3.3,
we obtain

‖A[m]
n ‖∗X = ‖HA[m]

n ‖1 =
∞∑
k=0

|HkA
[m]
n | =

∞∑
k=0

∞∑
j=k

dr,sjk a
m
nj.

By considering the definition H = (hnk), we write

vnk = HkAn =
∞∑
j=k

anj

(
j

k

)
(−s)j−kr−j(r + s)k
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for all k ∈ N0. Therefore, we write

‖A[m]
n ‖∗X =

∞∑
k=0

|tr,snk|

for n > m. As a consequence, we deduce that
(22)

sup
x∈BX

‖(I−Pm)(Ax)‖ = ‖LA[m]‖ = sup
n>m
‖A[m]

n ‖∗X = sup
n>m

( ∞∑
k=0

|tr,snk|

)
= ‖T r,s[m]‖(X,∞)

So (19) follows from (21) and (22).
(ii) Now, for x = (xk) ∈ `∞ and m ∈ N0, we define the projector

Pm : `∞ −→ `∞ such that Pm(x) = x[m]. We know that L(BX) ⊂
Pm(L(BX)) + (I − Pm)(L(BX)). So if we combine this fact, elementary
properties of the function χ(see [15], Theorem 2.12), the conditions (16)
and (18) we obtain that

χ(L(BX)) ≤ χ(Pm(L(BX))) + χ((I − Pm)(L(BX)))

= χ((I − Pm)(L(BX)))

≤ sup
x∈BX

‖(I − Pm)(Ax)‖

= ‖LA[m]‖

Therefore, the condition (20) holds. This step completes the proof.

If we combine Theorem 3.11 and the condition (17), we give next
Corollary.

Corollary 3.12. Let X ∈ {br,s0 , br,s∞ }.
(i) If A ∈ (X : c0), then LA is compact if and only if

(23) lim
m→∞

[
sup
n>m

(
∞∑
k=0

|tr,snk|

)]
= 0

(ii) If A ∈ (X : `∞), then LA is compact if the condition (23) holds.

Theorem 3.13. The following statements hold.

(i) If A ∈ (br,sc : c0), then

(24) ‖LA‖χ = lim
m→∞

‖T r,s[m]‖(X,∞)
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(ii) If A ∈ (br,sc : `∞), then

(25) 0 ≤ ‖LA‖χ ≤ lim
m→∞

‖T r,s[m]‖(X,∞)

where ‖T r,s[m]‖(X,∞) = sup
n>m

(
∞∑
k=0

|tr,snk|+ |λn|
)

and λn = lim
m→∞

m∑
k=0

u
(An)
mk .

Proof. By using (15) instead of (14) in the proof of Theorem 3.11,
the present theorem can be proved by using a similar way.

If we combine Theorem 3.13 and the condition (17), we give next
corollary.

Corollary 3.14.

(i) If A ∈ (br,sc : c0), then LA is compact if and only if

(26) lim
m→∞

[
sup
n>m

(
∞∑
k=0

|tr,snk|+ |λn|

)]
= 0

(ii) If A ∈ (br,sc : `∞), then LA is compact if the condition (26) holds.

Here, we want to give two more results. For this, we need next propo-
sition and the theorem.

Proposition 3.15 (see [9], Corollary 5.13). Let X ∈ {`∞, c0}. If
A ∈ (XBr,s : c), then the following inequality holds.

1

2
lim
m→∞

(
sup
n≥m
‖Vn − ξ‖1

)
≤ ‖LA‖χ ≤ lim

m→∞

(
sup
n≥m
‖Vn − ξ‖1

)
where the sequence ξ = (ξk) is defined by ξk = lim

n→∞
vnk for all k ∈ N0.

Theorem 3.16 (see [9], Theorem 5.14). Let A ∈ (cBr,s : c). Then the
following inequality holds.

1

2
lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|vnk − ξk|+

∣∣∣∣∣µ− λn −
∞∑
k=0

ξk

∣∣∣∣∣
)]
≤ ‖LA‖χ

≤ lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|vnk − ξk|+

∣∣∣∣∣µ− λn −
∞∑
k=0

ξk

∣∣∣∣∣
)]

where µ = lim
n→∞

(
∞∑
k=0

vnk − λn
)

.
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Theorem 3.17.

(i) Let X ∈ {br,s0 , br,s∞ }. If A ∈ (X : c), then the following inequality
holds.

1

2
lim
m→∞

‖T r,s[m] − ξ̂‖(X,∞) = lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|tr,snk − ξ̂k|

)]
≤ ‖LA‖χ

= lim
m→∞

‖T r,s[m] − ξ̂‖(X,∞)

(ii) If A ∈ (br,sc : c), then the following inequality holds.

1

2
lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|tr,snk − ξ̂k|+

∣∣∣∣∣µ̂− λn −
∞∑
k=0

ξ̂k

∣∣∣∣∣
)]
≤ ‖LA‖χ

≤ lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|tr,snk − ξ̂k|+

∣∣∣∣∣µ̂− λn −
∞∑
k=0

ξ̂k

∣∣∣∣∣
)]

where the sequence ξ̂ = (ξ̂k) is defined by ξ̂k = lim
n→∞

tr,snk for all k ∈ N and

µ̂ = lim
n→∞

(
∞∑
k=0

tr,snk − λn
)

.

Proof. If we consider Proposition 3.15 and Theorem 3.16, the proof
of theorem is obvious. So we omit.

If we combine Theorem 3.17 and the condition (17), we give next
corollary.

Corollary 3.18.

(i) Let X ∈ {br,s0 , br,s∞ }. If A ∈ (X : c), then LA is compact if and only
if

lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|tr,snk − ξ̂k|

)]
= 0

(ii) If A ∈ (br,sc : c), then LA is compact if and only if

lim
m→∞

[
sup
n≥m

(
∞∑
k=0

|tr,snk − ξ̂k|+

∣∣∣∣∣µ̂− λn −
∞∑
k=0

ξ̂k

∣∣∣∣∣
)]

= 0
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4. Conclusion

By taking into account the definition of the Binomial matrix Br,s =
(br,snk), we can say that Br,s = (br,snk) reduces in the case r + s = 1 to
the Er = (ernk) which is called the method of Euler means of order r.
Therefore, our results generalize the results obtained from the method
of Euler means of order r. In addition, the Binomial matrix Br,s = (br,snk)
is not a special case of weighed mean matrices. Hence this work is filled
up a gap in the existent literature.
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[23] Polat, H, Başar, F., Some Euler spaces of difference sequences of order m, Acta
Math. Sci. Ser. B, Engl. Ed. 27B (2) (2007), 254–266.
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