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#### Abstract

This paper consists of two significant aims. The first aim of this paper is to establish the criteria for the existence of solutions to nonlinear Volterra-Fredholm (V-F) fractional integral equations on $[0, L]$, where $0<L<\infty$. The fractional integral is described here in the sense of the Katugampola fractional integral of order $\lambda>0$ and with the parameter $\beta>0$. The concepts of the fixed point theorem and the measure of noncompactness are used as the main tools to prove the existence of solutions. The second aim of this paper is to introduce a computational method to obtain approximate numerical solutions to the considered problem. This method is based on the Fibonacci wavelets with collocation technique. Besides, the results of the error analysis and discussions of the accuracy of the solutions are also presented. To the best knowledge of the authors, this is the first computational method for this generalized problem to obtain approximate solutions. Finally, two examples are discussed with the computational tables and convergence graphs to interpret the efficiency and applicability of the presented method.


## 1. Introduction

Integral equations are among the most significant tools in the fields of scientific inquiry and applied mathematics. Recent years have seen a major increase in interest in the theory of fractional integral equations, which is now a significant field of nonlinear analysis. In several references, the authors have discussed the existence, stability, or other qualitative characteristics of solutions to different kinds of problems via the application of fixed point theorems and measure of noncompactness $[8,17,20,24,25,28,34,35,38,39]$. The papers $[6,7,12,16,22,27,29-33]$ describe the advancement of fractional calculus and provide explanations of some of its wide applications in engineering and science. Basically, there are three types of integral equations in the literature. These are Fredholm, Volterra, and Volterra-Fredholm integral equations. A variety of physical phenomena in the fields of airfoil theory, elasticity, molecular conduction, elastic constant problems, and contact problems can

[^0]be described by the Volterra-Fredholm (V-F) integral equations [1,2,9,26]. These integral equations are a combination of Volterra and Fredholm integral equations. To solve such type of integral equation, several analytical and numerical techniques have been established by various researchers. Here's a few observations of numerical techniques: Micula [21] presented a method for the Fredholm-Volterra integral equations of second kind. Maleknejad et al. [18] introduced a method to solve the nonlinear V-F integral equations by using Legendre polynomials. Mirzaee et al. [23] presented a technique for numerical solution of nonlinear and linear V-F integral equations. Maleknejad et al. [19] presented the Adomian decomposition method for the system of V-F integral equations. Yusufoğlu et al. [42] suggested a technique based on interpolation to solve linear V-F integral equations. Didgar et al. [13] studied on Taylor expansion for the solution of V-F integral equations and systems of V-F integral equations.

Recently, in 2021, Geçmen et al. [14] introduced a method by using Hosoya polynomials for the following V-F integral equation,

$$
\begin{equation*}
\psi(\mu)=Q(\mu)+\int_{0}^{\mu} \mathcal{K}_{1}(\mu, \vartheta) \psi(\vartheta) d \vartheta+\int_{0}^{1} \mathcal{K}_{2}(\mu, \vartheta) \psi(\vartheta) d \vartheta \tag{1}
\end{equation*}
$$

In 2022, Amin et al. [3, 4] studied on the solvability and presented a computational technique for the solution of V-F fractional integral equations as follows:

$$
\begin{equation*}
\psi(\mu)=Q(\mu)+\frac{\delta(\mu)}{\Gamma(\lambda)} \int_{0}^{\mu}(\mu-\vartheta)^{\lambda-1} \psi(\vartheta) d \vartheta+\frac{\xi(\mu)}{\Gamma(\lambda)} \int_{0}^{L}(L-\vartheta)^{\lambda-1} \psi(\vartheta) d \vartheta \tag{2}
\end{equation*}
$$

and
$\psi(\mu)=Q(\mu)+\frac{\delta(\mu)}{\Gamma(\lambda)} \int_{0}^{\mu}(\mu-\vartheta)^{\lambda-1} \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta+\frac{\xi(\mu)}{\Gamma(\lambda)} \int_{0}^{L}(L-\vartheta)^{\lambda-1} \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta$.
In this paper, we consider a generalized nonlinear V-F fractional integral equation in the sense of Katugampola fractional integral, i.e.,

$$
\begin{align*}
\psi(\mu)= & Q(\mu, \psi(\mu))+\frac{\delta(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta  \tag{4}\\
& +\frac{\xi(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta, \quad \mu \in[0, L]
\end{align*}
$$

where $\beta>0, \lambda>0,0<L<\infty$, and $\mathcal{K}_{1}, \mathcal{K}_{2}:[0, L] \times[0, L] \rightarrow \mathbb{R}, Q, \delta, \xi:[0, L] \times \mathbb{R} \rightarrow$ $\mathbb{R}, \mathcal{F}_{1}, \mathcal{F}_{2}:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ are all continuous functions.

Remark 1.1. In particular, when $\beta=1, \xi(\mu, \psi(\mu))=\xi(\mu), \delta(\mu, \psi(\mu))=\delta(\mu)$, $Q(\mu, \psi(\mu))=Q(\mu), \mathcal{K}_{1}(\mu, \vartheta)=\mathcal{K}_{2}(\mu, \vartheta)=1$, then Eq. (4) reduces to the form of Eq. (3). Together with, when $\mathcal{F}_{1}(\vartheta, \psi(\vartheta))=\mathcal{F}_{2}(\vartheta, \psi(\vartheta))=\psi(\vartheta)$, then Eq. (4) reduces to Eq. (2). Also, when $\beta=1, \lambda=1, \xi(\mu, \psi(\mu))=\delta(\mu, \psi(\mu))=1, Q(\mu, \psi(\mu))=Q(\mu)$, and $\mathcal{F}_{1}(\vartheta, \psi(\vartheta))=\mathcal{F}_{2}(\vartheta, \psi(\vartheta))=\psi(\vartheta)$, then Eq. (4) reduces to the form of Eq. (1).

Analysis of the existence criteria for the solutions of various types of integral equations is an essential part of the study. One can use these requirements to identify the situation under which the problem's solution exists. Thus, the first aim of this paper is to establish the requirements for the existence of solutions to Eq. (4). The concepts of measure of noncompactness and fixed-point approaches are significant in this sense.

Even though it is known that Eq. (4) has a solution, due to its complicated form, it is not always possible to discover the analytical solution. Therefore, the second aim of this paper is to present a computational technique to obtain the approximate numerical solutions of Eq. (4). Fibonacci wavelets, introduced by Sabermahani et al. [36] in 2019, are used in this study to formulate the computational technique for Eq. (4). These wavelets are a novel class because they are not based on orthogonal functions. As far as we know, this study presents the first reference based on the numerical approach for Eq. (4).

This paper is arranged as follows: Notations and supporting information are included in Section 2. The requirements for the existence of solutions are discussed in 3. In Section 4, a method for finding approximate solutions is discussed. Error analysis is included in Section 5. Section 6 provides two examples to interpret the efficiency and applicability of the presented method and Section 7 provides conclusions and suggestions for further research.

## 2. Notations and auxiliary facts

Let $\mathbb{R}$ be the set of real numbers and $\mathbb{R}_{+}=[0, \infty)$. Assume that $(D,\|\cdot\|)$ is a real Banach space with zero element $\theta$. Denote by $\mathcal{B}(\psi, \varkappa)$ the closed ball in $D$ with radius $\varkappa$ and centered at $\psi$. We will write $\mathcal{B}_{\varkappa}$ to denote the ball $\mathcal{B}(\theta, \varkappa)$. Let Conv $\mathcal{V}$ and $\overline{\mathcal{V}}$ denote the convex hull and closure of $\mathcal{V}$, respectively. Denote by $\mathcal{M}_{D}$ the family of all nonempty and bounded subsets of $D$. and by $\mathcal{N}_{D}$ its subfamily consisting of all relatively compact subsets.

Definition 2.1. $[15,41]$ The Katugampola fractional integral of $\psi:[a, b] \rightarrow \mathbb{R}$ is defined as:

$$
{ }_{a}^{\beta} \mathcal{I}^{\lambda} \psi(\mu)=\frac{(\beta+1)^{1-\lambda}}{\Gamma(\lambda)} \int_{a}^{\mu} \vartheta^{\beta}\left(\mu^{\beta+1}-\vartheta^{\beta+1}\right)^{\lambda-1} \psi(\vartheta) d \vartheta,
$$

where $\lambda>0$ and $\beta \neq-1$ are real numbers.
Definition 2.2. [5] A mapping $\mathcal{T}: \mathcal{M}_{D} \rightarrow \mathbb{R}_{+}$is said to be a measure of noncompactness in $D$ if it satisfies the following conditions:
$\left(C_{1}\right)$ The family $\operatorname{ker} \mathcal{T}=\left\{\mathcal{V} \in \mathcal{M}_{D}: \mathcal{T}(\mathcal{V})=0\right\}$ is nonempty and $\operatorname{ker} \mathcal{T} \subset \mathcal{N}_{D}$.
$\left(C_{2}\right) \mathcal{V} \subset \mathcal{V}_{1} \Rightarrow \mathcal{T}(\mathcal{V}) \leq \mathcal{T}\left(\mathcal{V}_{1}\right)$.
$\left(C_{3}\right) \mathcal{T}(\overline{\mathcal{V}})=\mathcal{T}(\operatorname{Conv} \mathcal{V})=\mathcal{T}(\mathcal{V})$.
$\left(C_{4}\right) \mathcal{T}\left(\gamma \mathcal{V}+(1-\gamma) \mathcal{V}_{1}\right) \leq \gamma \mathcal{T}(\mathcal{V})+(1-\gamma) \mathcal{T}\left(\mathcal{V}_{1}\right), \forall 0 \leq \gamma \leq 1$.
$\left(C_{5}\right)$ If $\left(\mathcal{V}_{n}\right)$ is a sequence of closed sets from $\mathcal{M}_{D}$ such that $\mathcal{V}_{n+1} \subset \mathcal{V}_{n}$ for $n=1,2, \ldots$, and if $\lim _{n \rightarrow \infty} \mathcal{T}\left(\mathcal{V}_{n}\right)=0$ then $\mathcal{V}_{\infty}=\bigcap_{n=1}^{\infty} \mathcal{V}_{n}$ is nonempty.

Theorem 2.3. [10] Let $\Delta$ be a nonempty, bounded, closed and convex subset of $D$ and let $\mathcal{S}: \Delta \rightarrow \Delta$ be a continuous mapping such that $\exists$ a constant $\kappa \in[0,1)$ and for any nonempty subset $W$ of $\Delta$ satisfying $\mathcal{T}(\mathcal{S} W) \leq \kappa \mathcal{T}(W)$. Then $\mathcal{S}$ has a fixed point in $\Delta$.

In this paper, we will work in the Banach space $C([0, L], \mathbb{R})$, which consists of all continuous functions $\psi:[0, L] \rightarrow \mathbb{R}$ with the norm $\|\psi\|=\sup \{|\psi(\mu)|: \mu \in[0, L]\}$.

Definition 2.4. [5] Let $\mathcal{X}$ be a nonempty and bounded subset of $C([0, L], \mathbb{R})$. For $\epsilon>0$ and $\psi \in \mathcal{X}$, we denote by $\omega(\psi, \epsilon)$ the modulus of continuity of the function $\psi$, i.e.,
$\omega(\psi, \epsilon)=\sup \{|\psi(s)-\psi(t)|: s, t \in[0, L],|s-t| \leq \epsilon\}$.
Furthermore, let $\omega(\mathcal{X}, \epsilon)$ and $\omega_{0}(\mathcal{X})$ be defined by

$$
\omega(\mathcal{X}, \epsilon)=\sup \{\omega(\psi, \epsilon): \psi \in \mathcal{X}\},
$$

and

$$
\omega_{0}(\mathcal{X})=\lim _{\epsilon \rightarrow 0} \omega(\mathcal{X}, \epsilon) .
$$

Then the function $\omega_{0}(\mathcal{X})$ is a measure of noncompactness in $C([0, L], \mathbb{R})$.
2.1. Fibonacci polynomials. In general, Fibonacci polynomials are defined as follows [36]:

$$
\bar{P}_{\sigma}(\mu)= \begin{cases}1, & \sigma=0,  \tag{5}\\ \mu, & \sigma=1, \\ \mu \bar{P}_{\sigma-1}(\mu)+\bar{P}_{\sigma-2}(\mu), & \sigma>1 .\end{cases}
$$

Moreover, these polynomials can also be expressed in the power form:

$$
\begin{equation*}
\bar{P}_{\sigma}(\mu)=\sum_{j=0}^{\left\lfloor\frac{\sigma}{2}\right\rfloor}\binom{\sigma-j}{j} \mu^{\sigma-2 j}, \quad \sigma \geq 0 . \tag{6}
\end{equation*}
$$

Lemma 2.5. ([36]). If $\bar{P}_{\sigma}(\mu)(\sigma=0,1, \ldots, M)$ are Fibonacci polynomials, then

$$
\begin{equation*}
\int_{0}^{1} \bar{P}_{\eta}(\mu) \bar{P}_{\sigma}(\mu) d \mu=\sum_{j=0}^{\left\lfloor\frac{\eta}{2}\right\rfloor} \sum_{l=0}^{\left\lfloor\frac{\sigma}{2}\right\rfloor}\binom{\eta-j}{j}\binom{\sigma-l}{l} \frac{1}{\eta+\sigma-2 j-2 l+1} . \tag{7}
\end{equation*}
$$

2.2. Fibonacci wavelets. Fibonacci wavelets are defined as follows [36]:

$$
\Phi_{\sigma, \eta}(\mu)= \begin{cases}2^{\frac{k-1}{2}} \widehat{P}_{\eta}\left(2^{k-1} \mu-\sigma+1\right), & \frac{\sigma-1}{2^{k-1}} \leq \mu<\frac{\sigma}{2^{k-1}}  \tag{8}\\ 0, & \text { otherwise }\end{cases}
$$

with

$$
\widehat{P}_{\eta}(\mu)=\frac{1}{\sqrt{w_{\eta}}} \bar{P}_{\eta}(\mu),
$$

and

$$
w_{\eta}=\int_{0}^{1} \bar{P}_{\eta}^{2}(\mu) d \mu,
$$

where $w_{\eta}, \eta=0,1, \ldots, M-1$, can be computed by Eq. (7), $\eta$ is the order of the Fibonacci polynomials and $\sigma=1,2, \ldots, 2^{k-1}$, where $k$ is a positive integer.

Now for $M=3, k=2$, we get

$$
\begin{gathered}
\Phi_{1,0}(\mu)=\left\{\begin{array}{ll}
\sqrt{2}, & 0 \leq \mu<\frac{1}{2} \\
0, & \text { otherwise }
\end{array}, \quad \Phi_{1,1}(\mu)= \begin{cases}2 \sqrt{6} \mu, & 0 \leq \mu<\frac{1}{2} \\
0, & \text { otherwise }\end{cases} \right. \\
\Phi_{1,2}(\mu)= \begin{cases}\sqrt{\frac{15}{14}}\left(1+4 \mu^{2}\right), & 0 \leq \mu<\frac{1}{2} \\
0, & \text { otherwise }\end{cases}
\end{gathered}
$$
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$$
\begin{gathered}
\Phi_{2,0}(\mu)=\left\{\begin{array}{ll}
\sqrt{2}, & \frac{1}{2} \leq \mu<1 \\
0, & \text { otherwise }
\end{array}, \quad \Phi_{2,1}(\mu)= \begin{cases}\sqrt{6}(2 \mu-1), & \frac{1}{2} \leq \mu<1 \\
0, & \text { otherwise }\end{cases} \right. \\
\Phi_{2,2}(\mu)= \begin{cases}\sqrt{\frac{30}{7}}\left(2 \mu^{2}-2 \mu+1\right), & \frac{1}{2} \leq \mu<1 \\
0, & \text { otherwise }\end{cases}
\end{gathered}
$$

Additionally, Fibonacci wavelets graphs for $M=3, k=2$ are shown in Figure 1.


Figure 1. Graphical representation of Fibonacci wavelets for $M=3$, $k=2$.

Lemma 2.6. [11] Let $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a concave function with $\psi(0)=0$.
Then $\psi(s+t) \leq \psi(s)+\psi(t)$, for any $s, t \in \mathbb{R}_{+}$.
Lemma 2.7. Let $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be the function defined by $\psi(\mu)=\mu^{\beta}$.
(i) If $\beta \geq 1$ and $\mu_{2}, \mu_{1} \in[0, L]$ with $\mu_{1}<\mu_{2}$, then $\mu_{2}^{\beta}-\mu_{1}^{\beta} \leq \beta L^{\beta-1}\left(\mu_{2}-\mu_{1}\right)$.
(ii) If $0<\beta<1$ and $\mu_{2}, \mu_{1} \in[0, L]$ with $\mu_{1}<\mu_{2}$, then $\mu_{2}^{\beta}-\mu_{1}^{\beta} \leq\left(\mu_{2}-\mu_{1}\right)^{\beta}$.

Proof. (i) For $\beta=1$ the result is clear. Let $\beta>1$. By applying the Mean Value Theorem to the function $\psi$ on the interval $\left[\mu_{1}, \mu_{2}\right.$ ], we get

$$
\mu_{2}^{\beta}-\mu_{1}^{\beta}=\beta \zeta^{\beta-1}\left(\mu_{2}-\mu_{1}\right), \quad 0 \leq \mu_{1}<\zeta<\mu_{2} \leq L
$$

This gives us

$$
\mu_{2}^{\beta}-\mu_{1}^{\beta} \leq \beta L^{\beta-1}\left(\mu_{2}-\mu_{1}\right), \quad \mu_{1}, \mu_{2} \in[0, L], \quad \mu_{1}<\mu_{2} .
$$

(ii) For $0<\beta<1$, since $\psi^{\prime \prime}(\mu)=\beta(\beta-1) \mu^{\beta-2} \leq 0$ for $\mu \in \mathbb{R}_{+}, \psi$ is concave, and as $\psi(0)=0$, by Lemma $2.6, \psi(s+t) \leq \psi(s)+\psi(t)$, for any $s, t \in \mathbb{R}_{+}$.
Therefore, for $\mu_{2}, \mu_{1} \in[0, L]$ with $\mu_{2}>\mu_{1}$, we get
$\psi\left(\mu_{2}\right)=\psi\left(\mu_{2}-\mu_{1}+\mu_{1}\right) \leq \psi\left(\mu_{2}-\mu_{1}\right)+\psi\left(\mu_{1}\right)$,
this implies that
$\mu_{2}^{\beta}-\mu_{1}^{\beta} \leq\left(\mu_{2}-\mu_{1}\right)^{\beta}$.

## 3. Qualitative analysis

In this section, we will discuss the existence of solutions for Eq. (4) with the concept of measure of noncompactness.

Theorem 3.1. We assume the following conditions for Eq. (4):
$\left(A_{1}\right) Q:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function. Also, there exist constants $M_{1}, Q^{*} \geq$ 0 such that
$\left|Q\left(\mu, \psi_{1}\right)-Q\left(\mu, \psi_{2}\right)\right| \leq M_{1}\left|\psi_{1}-\psi_{2}\right|$, and $|Q(\mu, 0)| \leq Q^{*}$, for all $\mu \in[0, L]$, $\psi_{1}, \psi_{2} \in \mathbb{R}$.
$\left(A_{2}\right) \delta, \xi:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions and there exist constants $d_{1}, d_{2} \geq 0$ such that
$\left|\delta\left(\mu, \psi_{1}\right)-\delta\left(\mu, \psi_{2}\right)\right| \leq d_{1}\left|\psi_{1}-\psi_{2}\right|$, and
$\left|\xi\left(\mu, \psi_{1}\right)-\xi\left(\mu, \psi_{2}\right)\right| \leq d_{2}\left|\psi_{1}-\psi_{2}\right|$, for all $\mu \in[0, L]$, and $\psi_{1}, \psi_{2} \in \mathbb{R}$.
Moreover, there exist constants $M_{2}, M_{3} \geq 0$ such that $|\delta(\mu, 0)| \leq M_{2}$, and $|\xi(\mu, 0)| \leq M_{3}$, for all $\mu \in[0, L]$.
$\left(A_{3}\right) \mathcal{K}_{1}, \mathcal{K}_{2}:[0, L] \times[0, L] \rightarrow \mathbb{R}$ are continuous functions and there exist constants $l_{1}, l_{2}>0$ such that $\left|\mathcal{K}_{1}(\mu, \vartheta)\right| \leq l_{1}$, and $\left|\mathcal{K}_{2}(\mu, \vartheta)\right| \leq l_{2}$, for all $\mu, \vartheta \in[0, L]$.
$\left(A_{4}\right) \mathcal{F}_{1}, \mathcal{F}_{2}:[0, L] \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions and there exist non-decreasing functions $\Omega_{1}, \Omega_{2}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that
$\left|\mathcal{F}_{1}(\vartheta, \psi)\right| \leq \Omega_{1}(|\psi|)$, and
$\left|\mathcal{F}_{2}(\vartheta, \psi)\right| \leq \Omega_{2}(|\psi|)$, for all $\vartheta \in[0, L]$, and $\psi \in \mathbb{R}$.
$\left(A_{5}\right)$ There exists a number $\varkappa>0$ satisfies the inequality
$\left(M_{1} \varkappa+Q^{*}\right)+\frac{l_{1}\left(d_{1} \varkappa+M_{2}\right) \Omega_{1}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{2}\left(d_{2} \varkappa+M_{3}\right) \Omega_{2}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda} \leq \varkappa$.
Moreover, $\left(M_{1}+\frac{d_{1} l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}+\frac{d_{2} l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}\right)<1$ also holds.
Then under the conditions $\left(A_{1}\right)-\left(A_{5}\right)$, Eq. (4) has at least one solution in $C([0, L], \mathbb{R})$.
Proof. Let us define an operator $\mathcal{U}$ on the space $C([0, L], \mathbb{R})$ as

$$
\begin{align*}
(\mathcal{U} \psi)(\mu)= & Q(\mu, \psi(\mu))+\frac{\delta(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta \\
9) & +\frac{\xi(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta . \tag{9}
\end{align*}
$$

Rewriting Eq. (9) as follows:

$$
\begin{equation*}
(\mathcal{U} \psi)(\mu)=Q(\mu, \psi(\mu))+\delta(\mu, \psi(\mu)) \cdot(T \psi)(\mu)+\xi(\mu, \psi(\mu)) \cdot(G \psi)(\mu), \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
& (T \psi)(\mu)=\frac{1}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta \\
& (G \psi)(\mu)=\frac{1}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta .
\end{aligned}
$$

Step 1. We have to show that the operator $\mathcal{U}$ maps $C([0, L], \mathbb{R})$ into itself. To establish this, it is enough to show that if $\psi \in C([0, L], \mathbb{R})$, then $T \psi, G \psi \in C([0, L], \mathbb{R})$. To do this, let $\epsilon>0$ be fixed and $\mu_{2}, \mu_{1} \in[0, L]$ with $\mu_{2}>\mu_{1}$ such that $\left|\mu_{2}-\mu_{1}\right| \leq \epsilon$, then we get

$$
\begin{aligned}
&\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \\
& \leq \frac{1}{\Gamma(\lambda)} \left\lvert\, \int_{0}^{\mu_{2}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{2}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta\right. \\
& \left.-\int_{0}^{\mu_{2}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta \right\rvert\, \\
&+\frac{1}{\Gamma(\lambda)} \left\lvert\, \int_{0}^{\mu_{2}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta\right. \\
& \left.-\int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta \right\rvert\, \\
&+\frac{1}{\Gamma(\lambda)} \left\lvert\, \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta\right. \\
& \left.-\int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left(\frac{\mu_{1}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta \right\rvert\,
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
&\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \\
& \leq \frac{1}{\Gamma(\lambda)} \int_{0}^{\mu_{2}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{1}\left(\mu_{2}, \vartheta\right)-\mathcal{K}_{1}\left(\mu_{1}, \vartheta\right)\right|\left|\mathcal{F}_{1}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
&+\frac{1}{\Gamma(\lambda)} \int_{\mu_{1}}^{\mu_{2}} \vartheta^{\beta-1}\left(\frac{\mu_{2}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
&+\frac{\beta^{1-\lambda}}{\Gamma(\lambda)} \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left|\left(\mu_{2}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}-\left(\mu_{1}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}\right|\left|\mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta))\right| d \vartheta
\end{aligned}
$$

$$
\begin{align*}
\leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{1-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{\mu_{2}} \vartheta^{\beta-1}\left(\mu_{2}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{1} \beta^{1-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{\mu_{1}}^{\mu_{2}} \vartheta^{\beta-1}\left(\mu_{2}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{1} \beta^{1-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left|\left(\mu_{2}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}-\left(\mu_{1}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}\right| d \vartheta \\
\leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left(\mu_{2}^{\beta}-\mu_{1}^{\beta}\right)^{\lambda} \\
& +\frac{l_{1} \beta^{1-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left|\left(\mu_{2}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}-\left(\mu_{1}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}\right| d \vartheta, \tag{11}
\end{align*}
$$

where $\omega\left(\mathcal{K}_{1}, \epsilon\right)=\sup \left\{\left|\mathcal{K}_{1}\left(\mu_{2}, \vartheta\right)-\mathcal{K}_{1}\left(\mu_{1}, \vartheta\right)\right|: \mu_{2}, \mu_{1}, \vartheta \in[0, L],\left|\mu_{2}-\mu_{1}\right| \leq \epsilon\right\}$.
It can be observed that

$$
\int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left|\left(\mu_{2}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}-\left(\mu_{1}^{\beta}-\vartheta^{\beta}\right)^{\lambda-1}\right| d \vartheta= \begin{cases}\frac{1}{\beta \lambda}\left[\left(\mu_{2}^{\beta \lambda}-\mu_{1}^{\beta \lambda}\right)-\left(\mu_{2}^{\beta}-\mu_{1}^{\beta}\right)^{\lambda}\right], & \lambda>1,  \tag{12}\\ 0, & \lambda=1, \\ \frac{1}{\beta \lambda}\left[\left(\mu_{2}^{\beta}-\mu_{1}^{\beta}\right)^{\lambda}-\left(\mu_{2}^{\beta \lambda}-\mu_{1}^{\beta \lambda}\right)\right], & \lambda<1 .\end{cases}
$$

Following are the ten cases that we need to observe now:
Case 1: When $0<\beta<1, \lambda>1$, and $0<\beta \lambda<1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}  \tag{13}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}-\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}\right] .
\end{align*}
$$

Case 2: When $0<\beta<1, \lambda>1$, and $\beta \lambda \geq 1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}  \tag{14}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\beta \lambda L^{\beta \lambda-1}\left(\mu_{2}-\mu_{1}\right)-\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}\right] .
\end{align*}
$$

Case 3: When $0<\beta<1$, and $\lambda=1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{equation*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-1} \Omega_{1}(\|\psi\|)}{\Gamma(2)} L^{\beta}+\frac{l_{1} \beta^{-1} \Omega_{1}(\|\psi\|)}{\Gamma(2)}\left(\mu_{2}-\mu_{1}\right)^{\beta} . \tag{15}
\end{equation*}
$$

Case 4: When $0<\beta<1, \lambda<1$, and $0<\beta \lambda<1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}  \tag{16}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}-\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}\right] .
\end{align*}
$$

Case 5: When $0<\beta<1, \lambda<1$, and $\beta \lambda \geq 1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}  \tag{17}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}-\beta \lambda L^{\beta \lambda-1}\left(\mu_{2}-\mu_{1}\right)\right] .
\end{align*}
$$

Case 6: When $\beta \geq 1, \lambda>1$, and $0<\beta \lambda<1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}  \tag{18}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}-\beta^{\lambda} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}\right] .
\end{align*}
$$

Case 7: When $\beta \geq 1, \lambda>1$, and $\beta \lambda \geq 1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}  \tag{19}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\beta \lambda L^{\beta \lambda-1}\left(\mu_{2}-\mu_{1}\right)-\beta^{\lambda} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}\right] .
\end{align*}
$$

Case 8: When $\beta \geq 1$, and $\lambda=1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{equation*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-1} \Omega_{1}(\|\psi\|)}{\Gamma(2)} L^{\beta}+\frac{l_{1} \Omega_{1}(\|\psi\|)}{\Gamma(2)} L^{\beta-1}\left(\mu_{2}-\mu_{1}\right) . \tag{20}
\end{equation*}
$$

Case 9: When $\beta \geq 1, \lambda<1$, and $0<\beta \lambda<1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}  \tag{21}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\beta^{\lambda} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}-\left(\mu_{2}-\mu_{1}\right)^{\beta \lambda}\right] .
\end{align*}
$$

Case 10: When $\beta \geq 1, \lambda<1$, and $\beta \lambda \geq 1$, then by using Eq. (12) and Lemma 2.7 we get

$$
\begin{align*}
\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \leq & \frac{\omega\left(\mathcal{K}_{1}, \epsilon\right) \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{1} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}  \tag{22}\\
& +\frac{l_{1} \beta^{-\lambda} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)}\left[\beta^{\lambda} L^{\lambda(\beta-1)}\left(\mu_{2}-\mu_{1}\right)^{\lambda}-\beta \lambda L^{\beta \lambda-1}\left(\mu_{2}-\mu_{1}\right)\right] .
\end{align*}
$$

In all cases, by utilizing the uniform continuity of the function $\mathcal{K}_{1}$ on $[0, L] \times[0, L]$, we obtain $\omega\left(\mathcal{K}_{1}, \epsilon\right) \rightarrow 0$ as $\epsilon \rightarrow 0$. As $\mu_{2} \rightarrow \mu_{1}$, it follows from all the above cases that $\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \rightarrow 0$.
Hence, we can say $T \psi \in C([0, L], \mathbb{R})$.
Also,

$$
\begin{align*}
\mid & (G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right) \mid \\
= & \left\lvert\, \frac{1}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}\left(\mu_{2}, \vartheta\right) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta\right. \\
& \left.-\frac{1}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta \right\rvert\, \\
\leq & \frac{1}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{2}\left(\mu_{2}, \vartheta\right)-\mathcal{K}_{2}\left(\mu_{1}, \vartheta\right)\right|\left|\mathcal{F}_{2}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
\leq & \frac{\omega\left(\mathcal{K}_{2}, \epsilon\right)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \Omega_{2}(|\psi(\vartheta)|) d \vartheta \\
\leq & \frac{\omega\left(\mathcal{K}_{2}, \epsilon\right) \beta^{-\lambda} \Omega_{2}(\|\psi\|)}{\Gamma(\lambda+1)} L^{\beta \lambda} \tag{23}
\end{align*}
$$

where $\omega\left(\mathcal{K}_{2}, \epsilon\right)=\sup \left\{\left|\mathcal{K}_{2}\left(\mu_{2}, \vartheta\right)-\mathcal{K}_{2}\left(\mu_{1}, \vartheta\right)\right|: \mu_{2}, \mu_{1}, \vartheta \in[0, L],\left|\mu_{2}-\mu_{1}\right| \leq \epsilon\right\}$.
By utilizing the uniform continuity of the function $\mathcal{K}_{2}$ on $[0, L] \times[0, L]$, we obtain $\omega\left(\mathcal{K}_{2}, \epsilon\right) \rightarrow 0$ as $\epsilon \rightarrow 0$. Thus, it follows that $G \psi \in C([0, L], \mathbb{R})$, and consequently, $\mathcal{U} \psi \in C([0, L], \mathbb{R})$.

Step 2. We will show that $\mathcal{U}$ maps $\mathcal{B}_{\varkappa}$ into itself.
Let $\psi \in C([0, L], \mathbb{R})$ be such that $\|\psi\| \leq \varkappa$. Then, for all $\mu \in[0, L]$, we get

$$
\begin{aligned}
&|(\mathcal{U} \psi)(\mu)| \\
&= \left\lvert\, Q(\mu, \psi(\mu))+\frac{\delta(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta\right. \\
& \left.+\frac{\xi(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta \right\rvert\, \\
& \leq(|Q(\mu, \psi(\mu))-Q(\mu, 0)|+|Q(\mu, 0)|) \\
&+\frac{(|\delta(\mu, \psi(\mu))-\delta(\mu, 0)|+|\delta(\mu, 0)|)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
&+\frac{(|\xi(\mu, \psi(\mu))-\xi(\mu, 0)|+|\xi(\mu, 0)|)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
& \leq\left(M_{1}|\psi(\mu)|+Q^{*}\right)+\frac{l_{1}\left(d_{1}|\psi(\mu)|+M_{2}\right)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \Omega_{1}(|\psi(\vartheta)|) d \vartheta
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{l_{2}\left(d_{2}|\psi(\mu)|+M_{3}\right)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \Omega_{2}(|\psi(\vartheta)|) d \vartheta \\
\leq & \left(M_{1}\|\psi\|+Q^{*}\right)+\frac{l_{1}\left(d_{1}\|\psi\|+M_{2}\right) \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{2}\left(d_{2}\|\psi\|+M_{3}\right) \Omega_{2}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
\leq & \left(M_{1} \varkappa+Q^{*}\right)+\frac{l_{1}\left(d_{1} \varkappa+M_{2}\right) \Omega_{1}(\varkappa) \beta^{1-\lambda}}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\mu^{\beta}-\vartheta^{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{\left.l_{2}\left(d_{2} \varkappa+M_{3}\right) \Omega_{2} \varkappa\right) \beta^{1-\lambda}}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(L^{\beta}-\vartheta^{\beta}\right)^{\lambda-1} d \vartheta \\
\leq & \left(M_{1} \varkappa+Q^{*}\right)+\frac{l_{1}\left(d_{1} \varkappa+M_{2}\right) \Omega_{1}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{2}\left(d_{2} \varkappa+M_{3}\right) \Omega_{2}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda} .
\end{aligned}
$$

Thus, by the assumption $\left(A_{5}\right)$, we get $\|\mathcal{U} \psi\| \leq \varkappa$, which implies that $\mathcal{U}$ maps $\mathcal{B}_{\varkappa}$ into itself.
Step 3. We prove that $\mathcal{U}$ is continuous on $\mathcal{B}_{\varkappa}$.
To do this, let $\left\{\psi_{n}\right\}$ be a sequence in $\mathcal{B}_{\varkappa}$ and $\psi \in \mathcal{B}_{\varkappa}$ such that $\psi_{n} \rightarrow \psi$ as $n \rightarrow \infty$.

Then, for $\mu \in[0, L]$, we get

$$
\begin{aligned}
& \left|\left(\mathcal{U} \psi_{n}\right)(\mu)-(\mathcal{U} \psi)(\mu)\right| \\
& =\mid Q\left(\mu, \psi_{n}(\mu)\right)+\delta\left(\mu, \psi_{n}(\mu)\right) \cdot\left(T \psi_{n}\right)(\mu)+\xi\left(\mu, \psi_{n}(\mu)\right) \cdot\left(G \psi_{n}\right)(\mu) \\
& -Q(\mu, \psi(\mu))-\delta(\mu, \psi(\mu)) \cdot(T \psi)(\mu)-\xi(\mu, \psi(\mu)) \cdot(G \psi)(\mu) \mid \\
& \leq\left|Q\left(\mu, \psi_{n}(\mu)\right)-Q(\mu, \psi(\mu))\right|+\left|\delta\left(\mu, \psi_{n}(\mu)\right) \cdot\left(T \psi_{n}\right)(\mu)-\delta\left(\mu, \psi_{n}(\mu)\right) \cdot(T \psi)(\mu)\right| \\
& +\left|\delta\left(\mu, \psi_{n}(\mu)\right) \cdot(T \psi)(\mu)-\delta(\mu, \psi(\mu)) \cdot(T \psi)(\mu)\right| \\
& +\left|\xi\left(\mu, \psi_{n}(\mu)\right) \cdot\left(G \psi_{n}\right)(\mu)-\xi\left(\mu, \psi_{n}(\mu)\right) \cdot(G \psi)(\mu)\right| \\
& +\left|\xi\left(\mu, \psi_{n}(\mu)\right) \cdot(G \psi)(\mu)-\xi(\mu, \psi(\mu)) \cdot(G \psi)(\mu)\right| \\
& \leq M_{1}\left|\psi_{n}(\mu)-\psi(\mu)\right| \\
& +\frac{\left|\delta\left(\mu, \psi_{n}(\mu)\right)\right|}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{1}(\mu, \vartheta)\right|\left|\mathcal{F}_{1}\left(\vartheta, \psi_{n}(\vartheta)\right)-\mathcal{F}_{1}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
& +\frac{\left|\delta\left(\mu, \psi_{n}(\mu)\right)-\delta(\mu, \psi(\mu))\right|}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
& +\frac{\left|\xi\left(\mu, \psi_{n}(\mu)\right)\right|}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{2}(\mu, \vartheta)\right|\left|\mathcal{F}_{2}\left(\vartheta, \psi_{n}(\vartheta)\right)-\mathcal{F}_{2}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
& +\frac{\left|\xi\left(\mu, \psi_{n}(\mu)\right)-\xi(\mu, \psi(\mu))\right|}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1}\left|\mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta))\right| d \vartheta \\
& \leq M_{1}\left|\psi_{n}(\mu)-\psi(\mu)\right| \\
& +\frac{l_{1}\left(\left|\delta\left(\mu, \psi_{n}(\mu)\right)-\delta(\mu, 0)\right|+|\delta(\mu, 0)|\right) \omega_{\mathcal{F}_{1}}(\epsilon)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{1} d_{1}\left|\psi_{n}(\mu)-\psi(\mu)\right|}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \Omega_{1}(|\psi(\vartheta)|) d \vartheta \\
& +\frac{l_{2}\left(\left|\xi\left(\mu, \psi_{n}(\mu)\right)-\xi(\mu, 0)\right|+|\xi(\mu, 0)|\right) \omega_{\mathcal{F}_{2}}(\epsilon)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{2} d_{2}\left|\psi_{n}(\mu)-\psi(\mu)\right|}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \Omega_{2}(|\psi(\vartheta)|) d \vartheta
\end{aligned}
$$
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$$
\begin{aligned}
\leq & M_{1}\left\|\psi_{n}-\psi\right\|+\frac{l_{1}\left(d_{1}\left\|\psi_{n}\right\|+M_{2}\right) \omega_{\mathcal{F}_{1}}(\epsilon)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{1} d_{1}\left\|\psi_{n}-\psi\right\| \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{2}\left(d_{2}\left\|\psi_{n}\right\|+M_{3}\right) \omega_{\mathcal{F}_{2}}(\epsilon)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& +\frac{l_{2} d_{2}\left\|\psi_{n}-\psi\right\| \Omega_{2}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
&\left|\left(\mathcal{U} \psi_{n}\right)(\mu)-(\mathcal{U} \psi)(\mu)\right| \\
& \leq M_{1}\left\|\psi_{n}-\psi\right\| \\
&+\frac{l_{1}\left(d_{1}\left\|\psi_{n}\right\|+M_{2}\right) \omega_{\mathcal{F}_{1}}(\epsilon) \beta^{-\lambda} L^{\beta \lambda}}{\Gamma(\lambda+1)} \\
&+\frac{l_{1} d_{1}\left\|\psi_{n}-\psi\right\| \Omega_{1}(\|\psi\|)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} \\
&+\frac{l_{2}\left(d_{2}\left\|\psi_{n}\right\|+M_{3}\right) \omega_{\mathcal{F}_{2}}(\epsilon) \beta^{-\lambda} L^{\beta \lambda}}{\Gamma(\lambda+1)} \\
&+\frac{l_{2} d_{2}\left\|\psi_{n}-\psi\right\| \Omega_{2}(\|\psi\|)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda},
\end{aligned}
$$

where $\omega_{\mathcal{F}_{1}}(\epsilon)=\sup \left\{\left|\mathcal{F}_{1}\left(\vartheta, \psi_{n}\right)-\mathcal{F}_{1}(\vartheta, \psi)\right|: \vartheta \in[0, L]\right.$ and $\left.\psi_{n}, \psi \in[-\varkappa, \varkappa] ;\left|\psi_{n}-\psi\right| \leq \epsilon\right\}$, and
$\omega_{\mathcal{F}_{2}}(\epsilon)=\sup \left\{\left|\mathcal{F}_{2}\left(\vartheta, \psi_{n}\right)-\mathcal{F}_{2}(\vartheta, \psi)\right|: \vartheta \in[0, L]\right.$ and $\left.\psi_{n}, \psi \in[-\varkappa, \varkappa] ;\left|\psi_{n}-\psi\right| \leq \epsilon\right\}$. Now, $\psi_{n} \rightarrow \psi$ as $n \rightarrow \infty$, this implies that $\left\|\mathcal{U} \psi_{n}-\mathcal{U} \psi\right\| \rightarrow 0$ as $n \rightarrow \infty$. Hence the operator $\mathcal{U}$ is continuous on $\mathcal{B}_{\varkappa}$.

Step 4. Let $\mathcal{X}$ be a non-empty subset of $\mathcal{B}_{\varkappa}$ and let $\epsilon>0$ be fixed. Further, we choose $\psi \in \mathcal{X}$ and $\mu_{1}, \mu_{2} \in[0, L]$ with $\mu_{2}>\mu_{1}$ such that $\left|\mu_{2}-\mu_{1}\right| \leq \epsilon$. Then, we
obtain

$$
\begin{aligned}
&\left|(\mathcal{U} \psi)\left(\mu_{2}\right)-(\mathcal{U} \psi)\left(\mu_{1}\right)\right| \\
&= \mid Q\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)+\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right) \cdot(T \psi)\left(\mu_{2}\right)+\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right) \cdot(G \psi)\left(\mu_{2}\right) \\
&-Q\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)-\delta\left(\mu_{1}, \psi\left(\mu_{1}\right)\right) \cdot(T \psi)\left(\mu_{1}\right)-\xi\left(\mu_{1}, \psi\left(\mu_{1}\right)\right) \cdot(G \psi)\left(\mu_{1}\right) \\
&+\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right) \cdot(T \psi)\left(\mu_{1}\right)-\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right) \cdot(T \psi)\left(\mu_{1}\right) \\
&+\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right) \cdot(G \psi)\left(\mu_{1}\right)-\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right) \cdot(G \psi)\left(\mu_{1}\right) \mid \\
& \leq\left|Q\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-Q\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)\right| \\
&+\left|\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)\right| \cdot\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \\
&+\left|\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-\delta\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)\right| \cdot\left|(T \psi)\left(\mu_{1}\right)\right| \\
&+\left|\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)\right| \cdot\left|(G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right)\right| \\
&+\left|\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-\xi\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)\right| \cdot\left|(G \psi)\left(\mu_{1}\right)\right|
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
&\left|(\mathcal{U} \psi)\left(\mu_{2}\right)-(\mathcal{U} \psi)\left(\mu_{1}\right)\right| \\
& \leq\left|Q\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-Q\left(\mu_{2}, \psi\left(\mu_{1}\right)\right)\right|+\left|Q\left(\mu_{2}, \psi\left(\mu_{1}\right)\right)-Q\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)\right| \\
&+\left(\left|\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-\delta\left(\mu_{2}, 0\right)\right|+\left|\delta\left(\mu_{2}, 0\right)\right|\right) \cdot\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \\
&+\left(\left|\delta\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-\delta\left(\mu_{2}, \psi\left(\mu_{1}\right)\right)\right|+\left|\delta\left(\mu_{2}, \psi\left(\mu_{1}\right)\right)-\delta\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)\right|\right) \cdot\left|(T \psi)\left(\mu_{1}\right)\right| \\
&+\left(\left|\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-\xi\left(\mu_{2}, 0\right)\right|+\left|\xi\left(\mu_{2}, 0\right)\right|\right) \cdot\left|(G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right)\right| \\
&+\left(\left|\xi\left(\mu_{2}, \psi\left(\mu_{2}\right)\right)-\xi\left(\mu_{2}, \psi\left(\mu_{1}\right)\right)\right|+\left|\xi\left(\mu_{2}, \psi\left(\mu_{1}\right)\right)-\xi\left(\mu_{1}, \psi\left(\mu_{1}\right)\right)\right|\right) \cdot\left|(G \psi)\left(\mu_{1}\right)\right| \\
& \leq M_{1}\left|\psi\left(\mu_{2}\right)-\psi\left(\mu_{1}\right)\right|+\omega(Q, \epsilon)+\left(d_{1}\left|\psi\left(\mu_{2}\right)\right|+M_{2}\right) \cdot\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \\
&+\left(d_{1}\left|\psi\left(\mu_{2}\right)-\psi\left(\mu_{1}\right)\right|+\omega(\delta, \epsilon)\right) \cdot\left|(T \psi)\left(\mu_{1}\right)\right| \\
&+\left(d_{2}\left|\psi\left(\mu_{2}\right)\right|+M_{3}\right) \cdot\left|(G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right)\right|
\end{aligned}
$$

$$
\begin{equation*}
+\left(d_{2}\left|\psi\left(\mu_{2}\right)-\psi\left(\mu_{1}\right)\right|+\omega(\xi, \epsilon)\right) \cdot\left|(G \psi)\left(\mu_{1}\right)\right|, \tag{24}
\end{equation*}
$$
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where
$\omega(\xi, \epsilon)=\sup \left\{\left|\xi\left(\mu_{2}, \psi\right)-\xi\left(\mu_{1}, \psi\right)\right|: \mu_{1}, \mu_{2} \in[0, L], \psi \in[-\varkappa, \varkappa],\left|\mu_{2}-\mu_{1}\right| \leq \epsilon\right\}$, $\omega(Q, \epsilon)=\sup \left\{\left|Q\left(\mu_{2}, \psi\right)-Q\left(\mu_{1}, \psi\right)\right|: \mu_{1}, \mu_{2} \in[0, L], \psi \in[-\varkappa, \varkappa],\left|\mu_{2}-\mu_{1}\right| \leq \epsilon\right\}$,
$\omega(\delta, \epsilon)=\sup \left\{\left|\delta\left(\mu_{2}, \psi\right)-\delta\left(\mu_{1}, \psi\right)\right|: \mu_{1}, \mu_{2} \in[0, L], \psi \in[-\varkappa, \varkappa],\left|\mu_{2}-\mu_{1}\right| \leq \epsilon\right\}$.
Now,

$$
\begin{align*}
\left|(T \psi)\left(\mu_{1}\right)\right| & =\left|\frac{1}{\Gamma(\lambda)} \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left(\frac{\mu_{1}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta\right| \\
& \leq \frac{l_{1} \Omega_{1}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left(\frac{\mu_{1}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& \leq \frac{l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda)} \int_{0}^{\mu_{1}} \vartheta^{\beta-1}\left(\frac{\mu_{1}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& \leq \frac{l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
\left|(G \psi)\left(\mu_{1}\right)\right| & =\left|\frac{1}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}\left(\mu_{1}, \vartheta\right) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta\right| \\
& \leq \frac{l_{2} \Omega_{2}(\|\psi\|)}{\Gamma(\lambda)} \int_{0}^{L} \vartheta^{\beta-1}\left(\frac{L^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} d \vartheta \\
& \leq \frac{l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} . \tag{26}
\end{align*}
$$

By using (25) and (26), we get from (24) as follows:
$\left|(\mathcal{U} \psi)\left(\mu_{2}\right)-(\mathcal{U} \psi)\left(\mu_{1}\right)\right| \leq M_{1} \omega(\psi, \epsilon)+\omega(Q, \epsilon)+\left(d_{1} \varkappa+M_{2}\right) \cdot\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right|$

$$
\begin{align*}
& +\left(d_{1} \omega(\psi, \epsilon)+\omega(\delta, \epsilon)\right) \cdot \frac{l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} \\
& +\left(d_{2} \varkappa+M_{3}\right) \cdot\left|(G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right)\right| \\
& +\left(d_{2} \omega(\psi, \epsilon)+\omega(\xi, \epsilon)\right) \cdot \frac{l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} \tag{27}
\end{align*}
$$

i.e.,

$$
\begin{align*}
\omega(\mathcal{U} \psi, \epsilon) \leq & M_{1} \omega(\psi, \epsilon)+\omega(Q, \epsilon)+\left(d_{1} \varkappa+M_{2}\right) \cdot\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \\
& +\left(d_{1} \omega(\psi, \epsilon)+\omega(\delta, \epsilon)\right) \cdot \frac{l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} \\
& +\left(d_{2} \varkappa+M_{3}\right) \cdot\left|(G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right)\right| \\
& +\left(d_{2} \omega(\psi, \epsilon)+\omega(\xi, \epsilon)\right) \cdot \frac{l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda} . \tag{28}
\end{align*}
$$

Thus, if $\left|\mu_{2}-\mu_{1}\right| \leq \epsilon$, and $\epsilon \rightarrow 0$. Then as $\mu_{2} \rightarrow \mu_{1}$ and by following the inequality (13) to (22), and (23), we obtain $\left|(T \psi)\left(\mu_{2}\right)-(T \psi)\left(\mu_{1}\right)\right| \rightarrow 0$, and $\left|(G \psi)\left(\mu_{2}\right)-(G \psi)\left(\mu_{1}\right)\right| \rightarrow$ 0.

Again, by the uniform continuity of the functions $Q, \delta, \xi$ on $[0, L] \times[-\varkappa, \varkappa]$, we obtain $\omega(Q, \epsilon) \rightarrow 0, \omega(\delta, \epsilon) \rightarrow 0$, and $\omega(\xi, \epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$.

Then we get

$$
\begin{equation*}
\omega_{0}(\mathcal{U X}) \leq\left(M_{1}+\frac{d_{1} l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}+\frac{d_{2} l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}\right) \omega_{0}(\mathcal{X}) . \tag{29}
\end{equation*}
$$

From the condition $\left(A_{5}\right)$, we observe that $\left(M_{1}+\frac{d_{1} l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}+\frac{d_{2} l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}\right)<$ 1.

Thus the Theorem 2.3 allows us to deduce that Eq. (4) has a solution in $C([0, L], \mathbb{R})$.

## 4. Method for approximate solutions

In this section, we will introduce a method that is based on Fibonacci wavelets and collocation technique to obtain the approximate solutions of Eq. (4).
4.1. Approximation of function. An arbitrary function $\psi(\mu) \in C([0,1), \mathbb{R})$ can be approximately expanded in terms of the Fibonacci wavelets as follows:

$$
\begin{equation*}
\psi(\mu) \simeq \sum_{\sigma=1}^{2^{k-1}} \sum_{\eta=0}^{M-1} g_{\sigma, \eta} \Phi_{\sigma, \eta}(\mu)=G^{T} \Phi(\mu), \tag{30}
\end{equation*}
$$

where $G$ and $\Phi(\mu)$ are given by

$$
\begin{equation*}
G=\left[g_{1,0}, g_{1,1}, \ldots, g_{1, M-1}, g_{2,0}, g_{2,1}, \ldots, g_{2, M-1}, \ldots, g_{2^{k-1}, 0}, \ldots, g_{2^{k-1}, M-1}\right]^{T} \tag{31}
\end{equation*}
$$

$\Phi(\mu)=\left[\Phi_{1,0}(\mu), \ldots, \Phi_{1, M-1}(\mu), \Phi_{2,0}(\mu), \ldots, \Phi_{2, M-1}(\mu), \ldots, \Phi_{2^{k-1}, 0}(\mu), \ldots, \Phi_{2^{k-1}, M-1}(\mu)\right]^{T}$.
4.2. Computational steps. To establish the method, we rewriting the considered equation Eq. (4) as follows:

$$
\begin{align*}
\psi(\mu)= & Q(\mu, \psi(\mu))+\frac{\delta(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}(\vartheta, \psi(\vartheta)) d \vartheta  \tag{33}\\
& +\frac{\xi(\mu, \psi(\mu))}{\Gamma(\lambda)} \int_{0}^{1} \vartheta^{\beta-1}\left(\frac{1-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}(\vartheta, \psi(\vartheta)) d \vartheta
\end{align*}
$$

Therefore, the method is as follows:
Step 1. Choose the values of $k$ and $M$ for the approximate function

$$
\begin{equation*}
\psi(\mu) \simeq \sum_{\sigma=1}^{2^{k-1}} \sum_{\eta=0}^{M-1} g_{\sigma, \eta} \Phi_{\sigma, \eta}(\mu)=G^{T} \Phi(\mu) \tag{34}
\end{equation*}
$$

where $G$ and $\Phi(\mu)$ are $\widehat{k} \times 1\left(\widehat{k}=2^{k-1} M\right)$ vectors given in Eq (31) and Eq. (32), respectively and then obtain the corresponding Fibonacci wavelets $\Phi_{\sigma, \eta}(\mu)$, which is defined in Eq. (8).
Step 2. Remember that, we have to find the solution of Eq. (33), that is the unknown function $\psi(\mu)$ appears in Eq. (33). Thus, in this step, substitute Eq. (34) into Eq. (33) and we get

$$
\begin{aligned}
& G^{T} \Phi(\mu) \\
& =Q\left(\mu, G^{T} \Phi(\mu)\right)+\frac{\delta\left(\mu, G^{T} \Phi(\mu)\right)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta
\end{aligned}
$$

$$
\begin{equation*}
+\frac{\xi\left(\mu, G^{T} \Phi(\mu)\right)}{\Gamma(\lambda)} \int_{0}^{1} \vartheta^{\beta-1}\left(\frac{1-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta \tag{35}
\end{equation*}
$$

Step 3. Now to obtain the unknown coefficients vector $G=\left[g_{1,0}, g_{1,1}, \ldots, g_{1, M-1}, g_{2,0}\right.$, $\left.g_{2,1}, \ldots, g_{2, M-1}, \ldots, g_{2^{k-1}, 0}, \ldots, g_{2^{k-1}, M-1}\right]^{T}$, we consider the collocation points as $\mu_{i}=$ $\frac{(i-0.5)}{2^{k-1} M}, i=1,2, \ldots, 2^{k-1} M$. Then by substituting these collocation points in Eq. (35), we get a system of $2^{k-1} M$ algebraic equations. That is, we get

$$
\begin{aligned}
& G^{T} \Phi\left(\mu_{i}\right) \\
& =Q\left(\mu_{i}, G^{T} \Phi\left(\mu_{i}\right)\right)+\frac{\delta\left(\mu_{i}, G^{T} \Phi\left(\mu_{i}\right)\right)}{\Gamma(\lambda)} \int_{0}^{\mu_{i}} \vartheta^{\beta-1}\left(\frac{\mu_{i}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{i}, \vartheta\right) \mathcal{F}_{1}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta
\end{aligned}
$$

$$
\begin{equation*}
+\frac{\xi\left(\mu_{i}, G^{T} \Phi\left(\mu_{i}\right)\right)}{\Gamma(\lambda)} \int_{0}^{1} \vartheta^{\beta-1}\left(\frac{1-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}\left(\mu_{i}, \vartheta\right) \mathcal{F}_{2}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta \tag{36}
\end{equation*}
$$

Step 4. Therefore by solving these algebraic equations by any classical method or the fsolve command in the MATLAB program, we can obtain the unknown coefficients $G$.
Step 5. Now, plug the obtained values of $G$ in Eq.(34) to get the approximate solution of Eq. (33).

Remark 4.1. It follows from Remark 1.1 that, our presented computational method is also applicable for Eqs. (1), (2) and (3) to get the approximate numerical solutions.

## 5. Error analysis

It is important to establish the accuracy of the obtained solutions. In this section we will study on the convergence results and error bounds for the presented Fibonacci wavelets method.

Theorem 5.1. Let $\psi_{\widehat{k}}(\mu)=G^{T} \Phi(\mu)$ be the Fibonacci wavelet expansion of any sufficiently smooth function $\psi(\mu) \in C^{M}([0,1), \mathbb{R})$. Then, we have $\left\|\psi-\psi_{\hat{k}}\right\|_{2} \leq \frac{\mathcal{R}}{M!\sqrt{2 M+1}}$, where $\mathcal{R}=\max _{\mu \in[0,1)}\left|\psi^{(M)}(\mu)\right|$.

Proof. See [37].
Theorem 5.2. Let $\psi(\mu) \in L^{2}[0,1)$ be a continuous bounded function with bound $\bar{M}$. Then, the Fibonacci wavelets expansion given by Eq. (30) converges uniformly to $\psi(\mu)$, where the coefficients $g_{\sigma, \eta}$ can be obtained by $g_{\sigma, \eta}=\left\langle\psi, \Phi_{\sigma, \eta}\right\rangle$.

Proof. See [40].
5.1. Accuracy of solutions. Since Eq. (35) has the following form given by Eq. (37), i.e.,
$G^{T} \Phi(\mu)=Q\left(\mu, G^{T} \Phi(\mu)\right)+\frac{\delta\left(\mu, G^{T} \Phi(\mu)\right)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta$

$$
\begin{equation*}
+\frac{\xi\left(\mu, G^{T} \Phi(\mu)\right)}{\Gamma(\lambda)} \int_{0}^{1} \vartheta^{\beta-1}\left(\frac{1-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta . \tag{37}
\end{equation*}
$$

Also, from Eq. (34), we have

$$
\begin{equation*}
\psi(\mu) \simeq \sum_{\sigma=1}^{2^{k-1}} \sum_{\eta=0}^{M-1} g_{\sigma, \eta} \Phi_{\sigma, \eta}(\mu)=G^{T} \Phi(\mu), \tag{38}
\end{equation*}
$$

and the unknown coefficients $G$ were obtained from Eq. (36). Thus, Eq. (38) is the approximate solution of Eq. (33), and is substituted into Eq. (33).

Now, assume that $\mu=\mu_{r} \in[0,1), r=1,2,3, \ldots$, then $\exists$ a positive integer $N_{q}$ such that

$$
\begin{aligned}
\mathcal{E}\left(\mu_{r}\right)= & \mid G^{T} \Phi\left(\mu_{r}\right)-Q\left(\mu_{r}, G^{T} \Phi\left(\mu_{r}\right)\right) \\
& -\frac{\delta\left(\mu_{r}, G^{T} \Phi\left(\mu_{r}\right)\right)}{\Gamma(\lambda)} \int_{0}^{\mu_{r}} \vartheta^{\beta-1}\left(\frac{\mu_{r}^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}\left(\mu_{r}, \vartheta\right) \mathcal{F}_{1}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta \\
& \left.-\frac{\xi\left(\mu_{r}, G^{T} \Phi\left(\mu_{r}\right)\right)}{\Gamma(\lambda)} \int_{0}^{1} \vartheta^{\beta-1}\left(\frac{1-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}\left(\mu_{r}, \vartheta\right) \mathcal{F}_{2}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta \right\rvert\, \cong 0,
\end{aligned}
$$

and $\mathcal{E}\left(\mu_{r}\right) \leq 10^{-N_{q}}$. If $\max 10^{-N_{q}}=10^{-N}$, is prescribed, then $\widehat{k}=2^{k-1} M$ is increased until the difference $\mathcal{E}\left(\mu_{r}\right)$ at each of the points becomes smaller than the prescribed $10^{-N}$, where N is a positive integer. For $\max 10^{-N_{q}} \neq 10^{-N}$, the error can be estimated
by the following function:

$$
\begin{aligned}
\mathcal{E}_{\widehat{k}}(\mu)= & \mid G^{T} \Phi(\mu)-Q\left(\mu, G^{T} \Phi(\mu)\right) \\
& -\frac{\delta\left(\mu, G^{T} \Phi(\mu)\right)}{\Gamma(\lambda)} \int_{0}^{\mu} \vartheta^{\beta-1}\left(\frac{\mu^{\beta}-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{1}(\mu, \vartheta) \mathcal{F}_{1}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta \\
& \left.-\frac{\xi\left(\mu, G^{T} \Phi(\mu)\right)}{\Gamma(\lambda)} \int_{0}^{1} \vartheta^{\beta-1}\left(\frac{1-\vartheta^{\beta}}{\beta}\right)^{\lambda-1} \mathcal{K}_{2}(\mu, \vartheta) \mathcal{F}_{2}\left(\vartheta, G^{T} \Phi(\vartheta)\right) d \vartheta \right\rvert\, .
\end{aligned}
$$

If $\mathcal{E}_{\widehat{k}}(\mu) \rightarrow 0$, for sufficiently large $\widehat{k}$, then the error decreases.

## 6. Applications and discussions

Two examples have been given to demonstrate the efficiency and applicability of the presented method. The convergence of solutions and the convergence of absolute errors have been shown in the graphs. Here, absolute errors are the values of $\left|\psi(\mu)-\psi_{\widehat{k}}(\mu)\right|$ at selected points, where $\psi_{\hat{k}}(\mu)$ is the approximate solution and the exact solution is $\psi(\mu)$.

Example 6.1. Consider the following example:

$$
\begin{aligned}
\psi(\mu)= & Q(\mu, \psi(\mu))+\frac{\sin (\psi(\mu))}{\Gamma(3)} \int_{0}^{\mu} \vartheta^{\frac{1}{2}}\left(\frac{\mu^{\frac{3}{2}}-\vartheta^{\frac{3}{2}}}{\frac{3}{2}}\right)^{2}(1+\mu \vartheta) \psi(\vartheta) d \vartheta \\
& +\frac{\psi(\mu)}{\Gamma(3)} \int_{0}^{1} \vartheta^{\frac{1}{2}}\left(\frac{1-\vartheta^{\frac{3}{2}}}{\frac{3}{2}}\right)^{2}(\mu+\vartheta)(\vartheta+\psi(\vartheta)) d \vartheta,
\end{aligned}
$$

where $Q(\mu, \psi(\mu))=\left(\frac{\mu-\mu^{3}}{90}\right)-\frac{\sin (\psi(\mu))}{90}\left[\frac{\mu^{\frac{11}{2}}}{55}+\frac{142 \mu^{\frac{15}{2}}}{36855}-\frac{4 \mu^{\frac{19}{2}}}{1309}\right]-\frac{\psi(\mu)}{90}\left[\frac{7349 \mu}{4455}+\frac{5216}{6545}\right]$, and the exact solution is $\psi(\mu)=\frac{\mu-\mu^{3}}{90}$.

Now, comparing Eq. (39) with the Eq. (4), we get

$$
\begin{aligned}
& \delta(\mu, \psi(\mu))=\sin (\psi(\mu)), \quad \xi(\mu, \psi(\mu))=\psi(\mu), \quad \mathcal{K}_{1}(\mu, \vartheta)=1+\mu \vartheta, \quad \mathcal{K}_{2}(\mu, \vartheta)=\mu+\vartheta, \\
& \mathcal{F}_{1}(\vartheta, \psi(\vartheta))=\psi(\vartheta), \mathcal{F}_{2}(\vartheta, \psi(\vartheta))=\vartheta+\psi(\vartheta), \quad L=1, \quad \lambda=3, \quad \beta=\frac{3}{2} .
\end{aligned}
$$

It can be observed that the function $Q$ satisfies the condition $\left(A_{1}\right)$ with $M_{1}=0.0274$, and $Q^{*}=0.0043$. Condition $\left(A_{2}\right)$ is satisfied by the functions $\delta$ and $\xi$ with $d_{1}=1$, $d_{2}=1, M_{2}=0$ and $M_{3}=0$. Condition $\left(A_{3}\right)$ is satisfied by the functions $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ with $l_{1}=2$ and $l_{2}=2$, respectively. Condition $\left(A_{4}\right)$ is satisfied by the functions $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ with $\Omega_{1}(|\psi|)=|\psi|$ and $\Omega_{2}(|\psi|)=1+|\psi|$. Then, the inequalities appearing in condition $\left(A_{5}\right)$ becomes as

$$
\left(M_{1} \varkappa+Q^{*}\right)+\frac{l_{1}\left(d_{1} \varkappa+M_{2}\right) \Omega_{1}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{2}\left(d_{2} \varkappa+M_{3}\right) \Omega_{2}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda} \leq \varkappa,
$$

i.e.,

$$
\begin{equation*}
0.0274 \varkappa+0.0043+\frac{\frac{16}{27} \varkappa^{2}}{\Gamma(4)}+\frac{\varkappa(1+\varkappa) \frac{16}{27}}{\Gamma(4)} \leq \varkappa, \tag{40}
\end{equation*}
$$

and

$$
\left(M_{1}+\frac{d_{1} l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}+\frac{d_{2} l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}\right)<1,
$$

i.e.,

$$
\begin{equation*}
0.0274+\frac{\frac{16}{27} \varkappa}{\Gamma(4)}+\frac{(1+\varkappa) \frac{16}{27}}{\Gamma(4)}<1 . \tag{41}
\end{equation*}
$$

Thus, it is clear that the condition $\left(A_{5}\right)$ is satisfied for $\varkappa=1$. So, by Theorem 3.1, Eq. (39) has at least one solution in $C([0,1], \mathbb{R})$.

To obtain the approximate solutions to this problem, we are going to apply the presented computational method, i.e., discussed in Section 4. For this purpose, choosing different values of $k$ and $M$, so that $\widehat{k}$ is increasing, where $\widehat{k}=2^{k-1} M$. All calculations have been carried out using the MATLAB program on a computer. For this computational purpose we are using the collocation points as $\mu_{i}=\frac{(i-0.5)}{2^{k-1} M}$. The variations of absolute errors and maximum absolute errors for some values of $k$ and $M$ are shown in Table 1 and Table 2, respectively. Figure 2 shows the solution convergence graph for $k=2, M=4$, and Figure 3 shows the absolute error convergence graph.


Figure 2. Solution convergence graph for Example 6.1.


Figure 3. Absolute error convergence graph for Example 6.1.

Table 1. Absolute errors variation for Example 6.1.

| $\mu$ | $k=2, M=2$ | $k=2, M=3$ | $k=2, M=4$ |
| :---: | :---: | :---: | :---: |
| 0 | $2.3476 \mathrm{e}-02$ | $8.7202 \mathrm{e}-03$ | $3.3152 \mathrm{e}-08$ |
| 0.1 | $4.1823 \mathrm{e}-03$ | $8.7153 \mathrm{e}-04$ | $2.1469 \mathrm{e}-08$ |
| 0.2 | $9.1113 \mathrm{e}-03$ | $1.5330 \mathrm{e}-03$ | $6.1319 \mathrm{e}-08$ |
| 0.3 | $1.0405 \mathrm{e}-02$ | $7.3586 \mathrm{e}-04$ | $3.1205 \mathrm{e}-08$ |
| 0.4 | $6.3015 \mathrm{e}-03$ | $6.5064 \mathrm{e}-05$ | $4.2004 \mathrm{e}-07$ |
| 0.5 | $9.4377 \mathrm{e}-02$ | $7.6896 \mathrm{e}-03$ | $1.0012 \mathrm{e}-08$ |
| 0.6 | $1.5469 \mathrm{e}-02$ | $1.8435 \mathrm{e}-03$ | $4.1239 \mathrm{e}-08$ |
| 0.7 | $2.7439 \mathrm{e}-02$ | $2.2381 \mathrm{e}-03$ | $1.3135 \mathrm{e}-09$ |
| 0.8 | $2.8348 \mathrm{e}-02$ | $5.0588 \mathrm{e}-04$ | $2.1254 \mathrm{e}-08$ |
| 0.9 | $1.8744 \mathrm{e}-02$ | $3.8843 \mathrm{e}-04$ | $1.1239 \mathrm{e}-08$ |

Table 2. Comparison of maximum absolute errors for Example 6.1.

| $k$ | $M$ | $\widehat{k}=2^{k-1} M$ | Maximum absolute error |
| :---: | :---: | :---: | :---: |
| 2 | 2 | 4 | $9.4377 \mathrm{e}-02$ |
| 2 | 3 | 6 | $8.7202 \mathrm{e}-03$ |
| 2 | 4 | 8 | $4.2004 \mathrm{e}-07$ |

Example 6.2. Consider the following example:
$\psi(\mu)=Q(\mu, \psi(\mu))+\frac{\psi(\mu)}{\Gamma\left(\frac{5}{2}\right)} \int_{0}^{\mu} \vartheta\left(\frac{\mu^{2}-\vartheta^{2}}{2}\right)^{\frac{3}{2}} \psi^{2}(\vartheta) d \vartheta+\frac{\sin (\mu)}{\Gamma\left(\frac{5}{2}\right)} \int_{0}^{1} \vartheta\left(\frac{1-\vartheta^{2}}{2}\right)^{\frac{3}{2}} \vartheta \psi(\vartheta) d \vartheta$,
where $Q(\mu, \psi(\mu))=\frac{\mu^{2}}{20}-\frac{\mu^{9} \sqrt{2} \psi(\mu)}{63000 \Gamma\left(\frac{5}{2}\right)}-\frac{\pi \sin (\mu) \sqrt{18}}{20480 \Gamma\left(\frac{5}{2}\right)}$, and $\psi(\mu)=\frac{\mu^{2}}{20}$ is the exact solution.
Now, comparing Eq. (39) with the Eq. (4), we get
$\delta(\mu, \psi(\mu))=\psi(\mu), \quad \xi(\mu, \psi(\mu))=\sin (\mu), \mathcal{K}_{1}(\mu, \vartheta)=1, \mathcal{K}_{2}(\mu, \vartheta)=\vartheta, \quad \mathcal{F}_{1}(\vartheta, \psi(\vartheta))=\psi^{2}(\vartheta)$,
$\mathcal{F}_{2}(\vartheta, \psi(\vartheta))=\psi(\vartheta), \quad L=1, \lambda=\frac{5}{2}, \beta=2$.
It can be observed that the function $Q$ satisfies the condition $\left(A_{1}\right)$ with $M_{1}=$ 0.000017 , and $Q^{*}=0.0505$. Condition $\left(A_{2}\right)$ is satisfied by the functions $\delta$ and $\xi$ with $d_{1}=1, d_{2}=0, M_{2}=0$ and $M_{3}=1$. Condition $\left(A_{3}\right)$ is satisfied by the functions $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ with $l_{1}=1$ and $l_{2}=1$, respectively. Condition $\left(A_{4}\right)$ is satisfied by the functions $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ with $\Omega_{1}(|\psi|)=|\psi|^{2}$ and $\Omega_{2}(|\psi|)=|\psi|$. Then, the inequalities appearing in condition $\left(A_{5}\right)$ becomes as

$$
\left(M_{1} \varkappa+Q^{*}\right)+\frac{l_{1}\left(d_{1} \varkappa+M_{2}\right) \Omega_{1}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda}+\frac{l_{2}\left(d_{2} \varkappa+M_{3}\right) \Omega_{2}(\varkappa) \beta^{-\lambda}}{\Gamma(\lambda+1)} L^{\beta \lambda} \leq \varkappa,
$$

i.e.,

$$
\begin{equation*}
0.000017 \varkappa+0.0505+\frac{(\varkappa+0) 0.1768 \varkappa^{2}}{\Gamma\left(\frac{7}{2}\right)}+\frac{(0+1) 0.1768 \varkappa}{\Gamma\left(\frac{7}{2}\right)} \leq \varkappa, \tag{43}
\end{equation*}
$$

and

$$
\left(M_{1}+\frac{d_{1} l_{1} \Omega_{1}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}+\frac{d_{2} l_{2} \Omega_{2}(\varkappa)}{\Gamma(\lambda+1)} \beta^{-\lambda} L^{\beta \lambda}\right)<1,
$$

i.e.,

$$
\begin{equation*}
0.000017+\frac{0.1768 \varkappa^{2}}{\Gamma\left(\frac{7}{2}\right)}+0<1 . \tag{44}
\end{equation*}
$$

Thus, it is clear that the condition $\left(A_{5}\right)$ is satisfied for $\varkappa=1$. So, by Theorem 3.1, Eq. (42) has at least one solution in $C([0,1], \mathbb{R})$.

To obtain the approximate solutions to this problem, we are going to apply the proposed computational method, i.e., discussed in Section 4. For this purpose, choosing different values of $k$ and $M$, so that $\widehat{k}$ is increasing, where $\widehat{k}=2^{k-1} M$. All calculations have been carried out using the MATLAB program on a computer. For this computational purpose we are using the collocation points as $\mu_{i}=\frac{(i-0.5)}{2^{k-1} M}$. The variations of absolute errors and maximum absolute errors for some values of $k$ and $M$ are shown in Table 3 and Table 4, respectively. Figure 4 shows the solution convergence graph for $k=2, M=4$, and Figure 5 shows the absolute error convergence graph.


Figure 4. Solution convergence graph for Example 6.2.


Figure 5. Absolute error convergence graph for Example 6.2.

Table 3. Absolute errors variation for Example 6.2

| $\mu$ | $k=2, M=2$ | $k=2, M=3$ | $k=2, M=4$ |
| :---: | :---: | :---: | :---: |
| 0 | $4.6810 \mathrm{e}-02$ | $5.6709 \mathrm{e}-05$ | $1.1310 \mathrm{e}-09$ |
| 0.1 | $6.8409 \mathrm{e}-03$ | $5.7659 \mathrm{e}-05$ | $3.7818 \mathrm{e}-09$ |
| 0.2 | $1.3129 \mathrm{e}-02$ | $6.0509 \mathrm{e}-05$ | $2.5614 \mathrm{e}-09$ |
| 0.3 | $1.3098 \mathrm{e}-02$ | $6.5259 \mathrm{e}-05$ | $3.4309 \mathrm{e}-09$ |
| 0.4 | $6.9321 \mathrm{e}-03$ | $7.1910 \mathrm{e}-05$ | $4.1517 \mathrm{e}-09$ |
| 0.5 | $4.6919 \mathrm{e}-02$ | $2.3751 \mathrm{e}-05$ | $1.0816 \mathrm{e}-10$ |
| 0.6 | $6.8632 \mathrm{e}-03$ | $3.6530 \mathrm{e}-05$ | $2.1817 \mathrm{e}-09$ |
| 0.7 | $1.3193 \mathrm{e}-02$ | $5.1209 \mathrm{e}-05$ | $2.5109 \mathrm{e}-09$ |
| 0.8 | $1.3248 \mathrm{e}-02$ | $6.7788 \mathrm{e}-05$ | $4.0891 \mathrm{e}-09$ |
| 0.9 | $6.6960 \mathrm{e}-03$ | $8.6267 \mathrm{e}-05$ | $6.1253 \mathrm{e}-08$ |

Table 4. Comparison of maximum absolute errors for Example 6.2.

| $k$ | $M$ | $\widehat{k}=2^{k-1} M$ | Maximum absolute error |
| :---: | :---: | :---: | :---: |
| 2 | 2 | 4 | $4.6919 \mathrm{e}-02$ |
| 2 | 3 | 6 | $8.6267 \mathrm{e}-05$ |
| 2 | 4 | 8 | $6.1253 \mathrm{e}-08$ |

## 7. Conclusions and future work

In this study, we considered Eq. (4), involving the Katugampola fractional integral of order $\lambda>0$ and with the parameter $\beta>0$. We have stated some requirements for the existence of solutions. The concepts of the fixed point theorem and the measure of noncompactness have been used to prove the existence result. Furthermore, a computational method based on the Fibonacci wavelets and collocation technique has been presented to obtain the approximate solutions of Eq. (4). By this method, Eq. (4) has been reduced to a system of algebraic equations with unknown Fibonacci coefficients, and then solved by the MATLAB program. To evaluate the efficiency and applicability of the method, we provided two examples along with error estimates. Absolute error convergence and solution convergence graphs for Examples 6.1 and 6.2 have been given in computational tables and figures. It can be observed from Remark 1.1 that our suggested method is also applicable for Eqs. (1), (2) and (3). By observation of computational results and relevant figures, we have seen that the approximate solutions are in strong agreement with those of the exact solutions, and as a result, we draw the conclusion that the presented method is efficient, accurate, and effective.

In the future, one can extend the concepts presented here for the existence of solutions and approximate solutions to nonlinear V-F fractional integro-differential equations and also for stochastic integral equations, or by considering some generalized fractional integral equations, satisfy criteria different from those executed in this work.

## References

[1] M. A. Abdou, On a symptotic Methods for Fredholm-Volterra Integral Equation of the Second Kind in Contact Problems, J. Comput. Appl. Math. 154 (2) (2003), 431-446. https://doi.org/10.1016/S0377-0427(02)00862-2
[2] M. A. Abdou, F. A. Salama, Volterra-Fredholm integral equation of the first kind and spectral relationships, Appl. Math. Comput. 153 (1) (2004), 141-153. https://doi.org/10.1016/S0096-3003(03)00619-2
[3] R. Amin, H. Alrabaiah, I. Mahariq, A. Zeb, Theoretical and computational results for mixed type Volterra-Fredholm fractional integral equations, Fractals 30 (1) (2022), 2240035. https://doi.org/10.1142/S0218348X22400357
[4] R. Amin, N. Senu, M. B. Hafeez, N. I. Arshad, A. Ahmadian, S. Salahshour, W. Sumelka, A computational algorithm for the numerical solution of nonlinear fractional integral equations, Fractals 30 (1) (2022), 2240030. https://doi.org/10.1142/S0218348X22400308
[5] J. Banaś, K. Goebel, Measures of noncompactness in Banach spaces, Lecture Notes in Pure and Applied Mathematics, 60, Marcel Dekker, New York, 1980.
[6] I. A. Bhat, L. N. Mishra, Numerical solutions of Volterra integral equations of third kind and its convergence analysis, Symmetry, 14 (2022), 2600.
https://doi.org/10.3390/sym14122600
[7] I. A. Bhat, L. N. Mishra, V. N. Mishra, C. Tunç, O. Tunç, Precision and efficiency of an interpolation approach to weakly singular integral equations, Int. J. Numer. Method H. (2024). https://doi.org/10.1108/hff-09-2023-0553
[8] A. Chandola, R. M. Pandey, R. Agarwal, L. Rathour, V. N. Mishra, On some properties and applications of the generalized m-parameter Mittag-Leffler function, Adv. Math. Models Appl. 7 (2) (2022), 130-145.
[9] C. Constanda, Integral equations of the first kind in plane elasticity, Quart. Appl. Math. 53 (1995), 783-793.
https://api.semanticscholar.org/CorpusID:124591747
[10] G. Darbo, Punti uniti in trasformazioni a codominio non compatto, Rend. Semin. Mat. Univ. Padova 24 (1955), 84-92.
http://www.numdam.org/article/RSMUP_1955__24_-84_0.pdf
[11] M. A. Darwish, K. Sadarangani, On Erdélyi-Kober type quadratic integral equation with linear modification of the argument, Appl. Math. Comput. 238 (2014), 30-42.
https://doi.org/10.1016/j.amc.2014.04.002
[12] D. Dhiman, L. N. Mishra, V. N. Mishra, Solvability of some non-linear functional integral equations via measure of noncompactness, Adv. Stud. Contemp. Math. 32 (2) (2022), 157-171.
[13] M. Didgar, A. R. Vahidi, Approximate solution of linear Volterra-Fredholm Integral equations and systems of Volterra-Fredholm integral equations using Taylor expansion method, Iran. J. Math. Sci. Inform. 15 (2) (2020), 31-50. http://ijmsi.ir/article-1-1131-en.html
[14] M. Z. Geçmen, E. Çelik, Numerical solution of Volterra-Fredholm integral equations with Hosoya polynomials, Math. Methods Appl. Sci. 44 (14) (2021), 11166-11173. https://doi.org/10.1002/mma. 7479
[15] U. N. Katugampola, New approach to a generalized fractional integral, Appl. Math. Comput. 218 (2011), 860-865. https://doi.org/10.1016/j.amc.2011.03.062
[16] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier, North-Holland, 2006.
[17] K. Kumar, L. Rathour, M. K. Sharma, V.N. Mishra, Fixed point approximation for suzuki generalized nonexpansive mapping using $B_{(\delta, \mu)}$ condition, Appl. Math. 13 (2) (2022), 215-227. https://doi.org/10.4236/am.2022.132017
[18] K. Maleknejad, S. Sohrabi, Legendre polynomial solution of nonlinear Volterra-Fredholm integral equations, IUST Int. J. Eng. Sci. 19 (2008), 49-52.
https://www.sid.ir/FileServer/JE/807200805-209

Approximation of solutions through the Fibonacci wavelets and measure of noncompactness 161
[19] K. Maleknejad, M. R. F. Yami, A computational method for system of Volterra-Fredholm integral equations, Appl. Math. Comput. 183 (2006), 589-595.
https://doi.org/10.1016/j.amc.2006.05.105
[20] M. M. A. Metwali, V. N. Mishra, On the measure of noncompactness in $L_{p}\left(\mathbb{R}^{+}\right)$and applications to a product of n-integral equations, Turk. J. of Math. 47 (1) (2023), 372-386. https://doi.org/10.55730/1300-0098.3365
[21] S. Micula, An iterative numerical method for Fredholm-Volterra integral equations of the second kind, Appl. Math. Comput. 270 (2015), 935-942. https://doi.org/10.1016/j.amc.2015.08.110
[22] K. S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, John Wiley \& Sons, New York, 1993.
[23] F. Mirzaee, E. Hadadiyan, Numerical solution of Volterra-Fredholm integral equations via modification of hat functions, Appl. Math. Comput. 280 (2016), 110-123.
https://doi.org/10.1016/j.amc.2016.01.038
[24] L. N. Mishra, V. K. Pathak, D. Baleanu, Approximation of solutions for nonlinear functional integral equations, AIMS Math. 7 (9) (2022) 17486-17506. https://doi.org/10.3934/math. 2022964
[25] V. N. Mishra, M. Raiz, N. Rao, Dunkl analouge of Szász Schurer Beta bivariate operators, Math. Found. Comput. 6 (4) (2023), 651-669. https://doi.org/10.3934/mfc. 2022037
[26] N. I. Muskhelishvili, Some basic problems of the mathematical theory of elasticity, P. Noordhoff, Groningen, Holland, 1953.
[27] V. K. Pathak, L. N. Mishra, On solvability and approximating the solutions for nonlinear infinite system of fractional functional integral equations in the sequence space $\ell_{p}, p>1$, J. Integral Equ. Appl. 35 (4) (2023), 443-458.
https://doi.org/10.1216/jie.2023.35.443
[28] V. K. Pathak, L. N. Mishra, Existence of solution of Erdélyi-Kober fractional integral equations using measure of non-compactness, Discontinuity Nonlinearity Complex. 12 (3) (2023), 701-714. https://doi.org/10.5890/dnc.2023.09.015
[29] V. K. Pathak, L. N. Mishra, V. N. Mishra, On the solvability of a class of nonlinear functional integral equations involving Erdélyi-Kober fractional operator, Math. Methods Appl. Sci. 46 (2023), 14340-14352. https://doi.org/10.1002/mma. 9322
[30] V. K. Pathak, L. N. Mishra, V. N. Mishra, D. Baleanu, On the Solvability of Mixed-Type Fractional-Order Non-Linear Functional Integral Equations in the Banach Space C(I), Fractal Fract. 6 (12) (2022), 744. https://doi.org/10.3390/fractalfract6120744
[31] S. K. Paul, L. N. Mishra, V. N. Mishra, D. Baleanu, An effective method for solving nonlinear integral equations involving the Riemann-Liouville fractional operator, AIMS Math. 8 (8) (2023), 17448-17469. https://doi.org/10.3934/math. 2023891
[32] S. K. Paul, L. N. Mishra, V. N. Mishra, Approximate numerical solutions of fractional integral equations using Laguerre and Touchard polynomials, Palestine J. Math. 12 (3) (2023), 416-431. https://tinyurl.com/5cp3x9ra
[33] S. K. Paul, L. N. Mishra, V. N. Mishra, D. Baleanu, Analysis of mixed type nonlinear VolterraFredholm integral equations involving the Erdélyi-Kober fractional operator, J. King Saud Univ. - Sci. 35 (10) (2023), 102949. https://doi.org/10.1016/j.jksus.2023.102949
[34] M. Raiz, A. Kumar, V. N. Mishra, N. Rao, Dunkl analogue of Szász-Schurer-Beta operators and their approximation behaviour, Math. Found. Comput. 5 (4) (2022), 315-330. https://doi.org/10.3934/mfc. 2022007
[35] M. Raiz, R. S. Rajawat, V. N. Mishra, $\alpha$-Schurer Durrmeyer operators and their approximation properties, Ann. Univ. Craiova Math. Comput. Sci. Ser. 50 (1) (2023), 189-204. https://doi.org/10.52846/ami.v50i1.1663
[36] S. Sabermahani, Y. Ordokhani, S. A. Yousefi, Fibonacci wavelets and their applications for solving two classes of time-varying delay problems, Optim. Control Appl. Methods 41 (2) (2019), 395-416. https://doi.org/10.1002/oca. 2549
[37] S. Sabermahani, Y. Ordokhani, Fibonacci wavelets and Galerkin method to investigate fractional optimal control problems with bibliometric analysis, J. Vib. Control 27 (15-16) (2021), 17781792.
https://doi.org/10.1177/1077546320948346
[38] A. G. Sanatee, L. Rathour, V. N. Mishra, V. Dewangan, Some fixed point theorems in regular modular metric spaces and application to Caratheodory's type anti-periodic boundary value problem, J. Anal. 31 (2023), 619-632. https://doi.org/10.1007/s41478-022-00469-z
[39] P. Shahi, L. Rathour, V. N. Mishra, Expansive fixed point theorems for tri-simulation functions, J. Eng. Exact Sci. 8 (3) (2022), 14303-01e. https://doi.org/10.18540/jcecv18iss3pp14303-01e
[40] H. M. Srivastava, F. A. Shah, N. A. Nayied, Fibonacci wavelet method for the solution of the non-linear Hunter-Saxton equation, Appl. Sci. 12 (15) (2022), 7738. https://doi.org/10.3390/app12157738
[41] S. Verma, P. Viswanathan, Katugampola fractional integral and fractal dimension of bivariate functions, Results Math. 76 (2021), 165. https://doi.org/10.1007/s00025-021-01475-6
[42] E. Yusufoğlu, B. Erbaş, Numerical expansion methods for solving Fredholm-Volterra type linear integral equations by interpolation and quadrature rules, Kybernetes 37 (6) (2008) 768-785.
https://doi.org/10.1108/03684920810876972

## Supriya Kumar Paul

Department of Mathematics, School of Advanced Sciences, Vellore Institute of Technology, Vellore 632 014, Tamil Nadu, India
E-mail: rgumathsupriya@gmail.com

## Lakshmi Narayan Mishra

Department of Mathematics, School of Advanced Sciences, Vellore Institute of Technology, Vellore 632 014, Tamil Nadu, India
E-mail: lakshminarayanmishra04@gmail.com, lakshminarayan.mishra@vit.ac.in


[^0]:    Received November 12, 2023. Revised January 13, 2024. Accepted January 18, 2024.
    2010 Mathematics Subject Classification: 26A33, 65R20.
    Key words and phrases: Volterra-Fredholm integral equations, Fibonacci wavelets, measure of noncompactness.

    * Corresponding author.
    (C) The Kangwon-Kyungki Mathematical Society, 2024.

    This is an Open Access article distributed under the terms of the Creative commons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-nc/3.0/) which permits unrestricted non-commercial use, distribution and reproduction in any medium, provided the original work is properly cited.

