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A RESOLVENT APPROACH FOR SOLVING A

SET-VALUED VARIATIONAL INCLUSION PROBLEM

USING WEAK-RRD SET-VALUED MAPPING

Iqbal Ahmad, Rais Ahmad, and Javid Iqbal

Abstract. The resolvent operator approach of [2] is applied to
solve a set-valued variational inclusion problem in ordered Hilbert
spaces. The resolvent operator under consideration is called relaxed
resolvent operator and we demonstrate some of its properties. To
obtain the solution of a set-valued variational inclusion problem, an
iterative algorithm is developed and weak-RRD set-valued mapping
is used. The problem as well as main result of this paper are more
general than many previous problems and results available in the
literature.

1. Introduction

The variational inclusion is an important generalization of the vari-
ational inequality and is applicable to solve many problems related to
optimization and control, economic and transportation equilibrium, en-
gineering and basic sciences. A lot of work concerned with the ordered
variational inequalities and ordered equations is done by H-G Li and his
co-authors, see [10,12,13,16,17].

Most of the problems related to variational inclusions are solved by
maximal monotone operators and their generalizations such as H- mono-
tonicity [6], H-accretivity [5] and many more, see e.g., [3,7,8] and refer-
ence theirin. Almost all the splitting methods are based on the resolvent
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operator of the form [I+λM ]−1, where M is a set-valued monotone map-
ping, λ is a positive constant and I is the identity mapping.

In this paper, we consider a resolvent operator [(I−R)+λM ]−1, where
R is a single-valued mapping and is called relaxed resolvent operator,
see [2]. We prove that the relaxed resolvent operator is a comparison
mapping as well as Lipschitz continuous with respect to operator ⊕.
Finally, a set-valued variational inclusion problem is solved by using
weak-RRD set-valued mapping.

2. Preliminaries

Let X is a real ordered Hilbert space equipped with a norm ‖.‖ and
inner product 〈., .〉, d be the metric induced by the norm ‖.‖, 2X (re-
spectively, CB(X)) is the family of nonempty (respectively, closed and
bounded) subsets of X, and D(., .) is the Hausdörff metric on CB(X)
defined by

D(P,Q) = max

{
sup
x∈P

d(x,Q), sup
y∈Q

d(P, y)

}
,

where P,Q ∈ CB(X), d(x,Q) = inf
y∈Q

d(x, y) and d(P, y) = inf
x∈P

d(x, y).

Let us recall some known concepts and results.

Definition 2.1. A nonempty closed convex subset C of X is said to
be a cone if,

(i) for any x ∈ C and any λ > 0, λx ∈ C;
(ii) if x ∈ C and −x ∈ C, then x = 0.

Definition 2.2. [4] Let C be the cone of X. C is said to be normal if
and only if there exists a constant λCN

> 0 such that 0 ≤ x ≤ y implies
‖x‖ ≤ λCN

‖y‖, where λCN
is called the normal constant of C.

Definition 2.3. Let C be the cone in X. For arbitrary elements
x, y ∈ X, x ≤ y if and only if x − y ∈ C, then the relation ≤ in X is
a partial ordered relation in X. The Hilbert space X equipped with the
ordered relation ≤ defined by the cone C is called ordered Hilbert space.

Definition 2.4. [19] For arbitrary elements x, y ∈ X, if x ≤ y (or
y ≤ x) holds, then x and y are said to be comparable to each other
(denoted by x ∝ y).
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Definition 2.5. [19] For arbitrary elements x, y ∈ X, lub{x, y} and
glb{x, y} mean least upper bound and greatest upper bound of the set
{x, y}. Suppose lub{x, y} and glb{x, y} exist, some binary operations are
defined as follows:

(i) x ∨ y = lub{x, y},
(ii) x ∧ y = glb{x, y},

(iii) x⊕ y = (x− y) ∨ (y − x),
(iv) x� y = (x− y) ∧ (y − x).

The operations ∨,∧, ⊕ and � are called OR, AND, XOR and XNOR
operations, respectively.

Proposition 2.1. [4] If x ∝ y, then lub{x, y} and glb{x, y} exist,
x− y ∝ y − x, and 0 ≤ (x− y) ∨ (y − x).

Proposition 2.2. [4] For any positive integer n, if x ∝ yn and yn →
y∗ (n→∞), then x ∝ y∗.

Proposition 2.3. [4, 12] Let ⊕ be an XOR operation and � be an
XNOR operation. Then the following relation hold:

(i) x� x = 0, x� y = y � x = −(x⊕ y) = −(y ⊕ x),
(ii) (λx)⊕ (λy) = |λ|(x⊕ y),

(iii) x� 0 ≤ 0, if x ∝ 0,
(iv) 0 ≤ x⊕ y, if x ∝ y,
(v) if x ∝ y, then x⊕ y = 0 if and only if x = y,

(vi) (x+ y)� (u+ v) ≥ (x� u) + (y � v),
(vii) (x+ y)� (u+ v) ≥ (x� v) + (y � u),

(viii) αx ⊕ βx = |α − β|x = (α ⊕ β)x, if x ∝ 0, ∀ x, y, u, v ∈ X and
α, β, λ ∈ R.

Proposition 2.4. [4] Let C be a normal cone in X with normal
constant λCN

, then for each x, y ∈ X, the following relations hold:

(i) ‖0⊕ 0‖ = ‖0‖ = 0,
(ii) ‖x ∨ y‖ ≤ ‖x‖ ∨ ‖y‖ ≤ ‖x‖+ ‖y‖,

(iii) ‖x⊕ y‖ ≤ ‖x− y‖ ≤ λCN
‖x⊕ y‖,

(iv) if x ∝ y, then ‖x⊕ y‖ = ‖x− y‖.
Definition 2.6. [12] Let A : X → X be a single-valued mapping.

(i) A is said to be comparison mapping, if for each x, y ∈ X, x ∝ y
then A(x) ∝ A(y), x ∝ A(x) and y ∝ A(y).

(ii) A is said to be strongly comparison mapping, if A is a comparison
mapping and A(x) ∝ A(y) if and only if x ∝ y, for all x, y ∈ X.
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Definition 2.7. A mapping A : X → X is said to be β-ordered
compression mapping, if A is a comparison mapping and

A(x)⊕ A(y) ≤ β(x⊕ y), for 0 < β < 1.

Definition 2.8. [11,14] Let R : X → X be a strong comparison and
β-ordered compression mapping and M : X → CB(X) be a set-valued
mapping.
Then

(i) M is said to be a comparison mapping, if for any vx ∈ M(x),
x ∝ vx, and if x ∝ y, then for any vx ∈ M(x) and any vy ∈ M(y),
vx ∝ vy, for all x, y ∈ X;

(ii) a comparison mapping M is said to be ordered rectangular, if for
each x, y ∈ X, vx ∈M(x) and vy ∈M(y) such that

〈vx � vy,−(x⊕ y)〉 = 0;

(iii) a comparison mapping M is said to be γR-ordered rectangular with
respect to R, if there exists a constant γR > 0, for any x, y ∈ X,
there exist vx ∈M(R(x)) and vy ∈M(R(y)) such that

〈vx � vy,−(R(x)⊕R(y))〉 ≥ γR‖R(x)⊕R(y)‖2,

holds, where vx and vy are said to be γR-elements, respectively;
(iv) M is said to be a weak comparison mapping with respect to R,

if for any x, y ∈ X, x ∝ y, then there exist vx ∈ M(R(x)) and
vy ∈M(R(y)) such that x ∝ vx, y ∝ vy and vx ∝ vy, where vx and
vy are said to be weak comparison elements, respectively.

(v) M is said to be a λ-weak ordered different comparison mapping
with respect to R, if there exists a constant λ > 0 such that for
any x, y ∈ X, there exist vx ∈ M(R(x)), vy ∈ M(R(y)), λ(vx −
vy) ∝ (x − y) holds, where vx and vy are said to be λ-elements,
respectively;

(vi) a weak comparison mapping M is said to be a (γR, λ)-weak-RRD
mapping with respect to R, if M is a γR-ordered rectangular and
λ-weak ordered different comparison mapping with respect to R
and (R + λM)(X) = X, for λ > 0 and there exist vx ∈ M(R(x))
and vy ∈ M(R(y)) such that vx and vy are (γR, λ)-elements, re-
spectively.

Remark 2.1. Let X be a real ordered Hilbert space. Let R : X → X
be a single-valued mapping and M : X → CB(X) be a set-valued
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mapping, then the following relation hold, details of which can be found
in [14].

(i) Every λ-ordered monotone mapping is a λ-weak ordered different
comparison mapping.

(ii) If R = I (identity mapping), then a γI-ordered rectangular map-
ping is an ordered rectangular mapping.

(iii) An ordered RME mapping is λ-weak-RRD mapping.

Definition 2.9. A set-valued mapping A : X → CB(X) is said to
be D-Lipschitz continuous, if for each x, y ∈ X, x ∝ y, there exists a
constant δA such that

D(A(x), A(y)) ≤ δA‖x⊕ y‖,∀x, y ∈ X.

Definition 2.10. Let M : X → CB(X) be a set-valued mapping,
R : X → X be single-valued mapping and I : X → X be an iden-
tity mapping. Then a weak comparison mapping M is said to be a
(γ′, λ)-weak-RRD mapping with respect to (I −R), if M is a γ′-ordered
rectangular and λ-weak ordered different comparison mapping with re-
spect to (I −R) and [(I −R) + λM ](X) = X, for λ > 0 and there exist
vx ∈ M((I − R)(x)) and vy ∈ M((I − R)(y)) such that vx and vy are
(γ′, λ)-elements, respectively.

Example 2.1. Let X = R with usual inner product. Let R : X → X
be a mapping defined by

R(x) =
x

2
, ∀ x ∈ X.

and the set-valued mapping M : X → CB(X) is defined by

M(x) =

{
{x
3
}, if x 6= 0,

{1}, if x = 0.

Then, it is easy to check that R is 1-ordered compression and M is
(1
7
, 1)-weak-RRD mapping with respect to R.

3. Formulation of the problem and some basic properties

Let X be an ordered Hilbert space and A,B,C : X → CB(X) be the
set-valued mappings and f, p : X → X are the single-valued mappings.
Suppose that M : X → CB(X) be a set-valued mapping. We consider
the following problem:
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For some ρ ∈ X and any τ > 0, find u ∈ X,w ∈ A(u), v ∈ B(u), z ∈
C(u) such that

ρ ∈ f(w)− p(v) + τM(z). (3.1)

This problem is called an ordered variational inclusion problem involving
weak-RRD set-valued mapping.

Below are some special cases of problem (3.1).

(i) If ρ = 0 and τ = 1, then problem (3.1) reduces to the problem of
finding u ∈ X,w ∈ A(u), y ∈ B(u) and z ∈ C(u) such that

0 ∈ f(w)− p(y) +M(z). (3.2)

Problem (3.2) was introduced and studied by [9].
(ii) If ρ = 0, τ = 1, A = B = I (identity mapping) and C is a single-

valued mapping, then problem (3.1) reduces to the problem of find-
ing u ∈ X such that

0 ∈ f(u)− p(u) +M(C(u)). (3.3)

Problem (3.3) was introduced and studied by [1].
(iii) If f = p = 0, A = B = 0 and C = I, then problem (3.1) reduces to

the problem of finding u ∈ X such that

ρ ∈ τM(u). (3.4)

Problem (3.4) was introduced and studied by [11].
(iv) If f = p = B = 0 and A = C = I, then problem (3.1) reduces to

the problem of finding u ∈ X such that

ρ ∈ f(u) + τM(u). (3.5)

Problem (3.5) was introduced and studied by [15].

Definition 3.1. Let C be a normal cone with normal constant λCN

and M : X → CB(X) be weak-RRD set-valued mapping. Let I : X →
X be the identity mapping and R : X → X be a single-valued mapping.
The relaxed resolvent operator J I−Rλ,M : X → X associated with I, R and
M is defined by

J I−Rλ,M (x) = [(I −R) + λM ]−1(x), for all x ∈ X and λ > 0. (3.6)

Now, we show that the relaxed resolvent operator defined by (3.6) is
single-valued, a comparison mapping as well as Lipschitz continuous.
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Proposition 3.1. [2] Let R : X → X be a β-ordered compression
mapping and M : X → CB(X) be the set-valued ordered rectangular
mapping. Then the operator J I−Rλ,M : X → X is a single-valued, for all
λ > 0.

Proposition 3.2. Let M : X → CB(X) be a (γR, λ)-weak-RRD set-

valued mapping with respect to J
(I−R)
λ,M . Let R : X → X be a strongly

comparison mapping with respect to J
(I−R)
λ,M and I : X → X be the

identity mapping. Then the resolvent operator J
(I−R)
λ,M : X → X is a

comparison mapping.

Proof. Let M be a (γR, λ)-weak-RRD set-valued mapping with re-

spect to J
(I−R)
λ,M . That is, M is γR-ordered rectangular and λ-weak-ordered

different comparison mapping with respect to J
(I−R)
λ,M so that

x ∝ J
(I−R)
λ,M (x). For any x, y ∈ X, let x ∝ y, and let

vx =
1

λ
(x− (I −R)(J

(I−R)
λ,M (x))) ∈M(J

(I−R)
λ,M (x)) (3.7)

and

vy =
1

λ
(y − (I −R)(J

(I−R)
λ,M (y))) ∈M(J

(I−R)
λ,M (y)). (3.8)

Using (3.7) and (3.8), we have

vx − vy =
(1

λ
(x− (I −R)(J

(I−R)
λ,M (x)))

)
−
(1

λ
(y − (I −R)(J

(I−R)
λ,M (y)))

)
=

1

λ

(
x− y + (I −R)(J

(I−R)
λ,M (y))− (I −R)(J

(I−R)
λ,M (x))

)
.

Since M is λ-weak-ordered different comparison mapping with respect

to J
(I−R)
λ,M , we have

λ(vx − vy)− (x− y) = (x− y) + (I −R)(J
(I−R)
λ,M (y))

−(I −R)(J
(I−R)
λ,M (x))− (x− y)

= (I −R)(J
(I−R)
λ,M (y))− (I −R)(J

(I−R)
λ,M (x)).

Since R is strongly comparison mapping with respect to J
(I−R)
λ,M , (I −R)

is also strongly comparison mapping with respect to J
(I−R)
λ,M . Therefore,

J
(I−R)
λ,M (x) ∝ J

(I−R)
λ,M (y). The proof is completed.
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Proposition 3.3. Let M : X → CB(X) be a (γR, λ)-weak-RRD

set-valued mapping with respect to J
(I−R)
λ,M . Let R : X → X be a com-

parison and β-ordered compression mapping with respect to J
(I−R)
λ,M with

condition λγR > β + 1. Then the following condition holds:

∥∥∥J (I−R)
λ,M (x)⊕ J (I−R)

λ,M (y)
∥∥∥ ≤ 1

λγR − β − 1
‖x⊕ y‖.

Proof. Let M be a (γR, λ)-weak-RRD set-valued mapping with re-

spect to J
(I−R)
λ,M . That is, M is γR-ordered rectangular and λ-weak-ordered

different comparison mapping with respect to J
(I−R)
λ,M . Then for any x, y ∈

X, set ux = J
(I−R)
λ,M (x), uy = J

(I−R)
λ,M (y), and let

vx =
1

λ

(
x− (I −R)(J

(I−R)
λ,M (x))

)
∈M(J

(I−R)
λ,M (x))

and

vy =
1

λ

(
y − (I −R)(J

(I−R)
λ,M (y))

)
∈M(J

(I−R)
λ,M (y)).

Since R is β-ordered compression mapping and using Proposition 2.3,
we have

vx ⊕ vy =
1

λ
[(x− (I −R)(ux))⊕ (y − (I −R)(uy))]

≤ 1

λ
[x⊕ y + (I −R)(ux)⊕ (I −R)(uy)]

≤ 1

λ
[x⊕ y + ux ⊕ uy +R(ux)⊕R(uy)]

≤ 1

λ
[x⊕ y + ux ⊕ uy + β(ux ⊕ uy)]

=
1

λ
[x⊕ y + (1 + β)(ux ⊕ uy)].
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Since M is γR-ordered rectangular mapping with respect to J
(I−R)
λ,M , we

have

γR‖ux ⊕ uy‖2 ≤ 〈vx � vy,−(ux ⊕ uy)〉
= 〈vx ⊕ vy, ux ⊕ uy〉

≤ 〈1
λ

[x⊕ y + (1 + β)(ux ⊕ uy)], (ux ⊕ uy)〉

=
1

λ
〈x⊕ y, (ux ⊕ uy)〉+

(1 + β)

λ
〈(ux ⊕ uy), (ux ⊕ uy)〉

≤ 1

λ
‖x⊕ y‖‖ux ⊕ uy‖+

(1 + β)

λ
‖ux ⊕ uy‖2.

It follows that
(
γR − (1+β)

λ

)
‖ux ⊕ uy‖ ≤ 1

λ
‖x⊕ y‖ and consequently, we

have ∥∥∥J (I−R)
λ,M (x)⊕ J (I−R)

λ,M (y)
∥∥∥ ≤ 1

λγR − β − 1
‖x⊕ y‖.

The proof is completed.

4. An iterative algorithm and existence result

In this section, we define an iterative algorithm to obtain the solution
of ordered variational inclusion problem involving weak-RRD set-valued
mapping (3.1).

Iterative Algorithm 4.1. Let A,B,C : X → CB(X) be the set-
valued mappings, R, f, p : X → X be the single-valued mappings and
I : X → X be the identity mapping. Suppose that M : X → CB(X) is
a set-valued mapping.

For any given initial u0 ∈ X, w0 ∈ A(u0), v0 ∈ B(u0), z0 ∈ C(u0), let

u1 = u0 − z0 + J
(I−R)
λ,M [(I −R)(z0) +

λ

τ
(ρ− (f(w0)− p(v0)))].

Since w0 ∈ A(u0) ∈ CB(X), v0 ∈ B(u0) ∈ CB(X) and z0 ∈ C(u0) ∈
CB(X), by Nadler’s theorem [18], there exist w1 ∈ A(u1), v1 ∈ B(u1),
z1 ∈ C(u1) and suppose that u0 ∝ u1, w0 ∝ w1, v0 ∝ v1 and z0 ∝ z1



208 Iqbal Ahmad, Rais Ahmad, and Javid Iqbal

such that

‖w1 ⊕ w0‖ = ‖w1 − w0‖ ≤ D(A(u1), A(u0)),

‖v1 ⊕ v0‖ = ‖v1 − v0‖ ≤ D(B(u1), B(u0)),

‖z1 ⊕ z0‖ = ‖z1 − z0‖ ≤ D(C(u1), C(u0)).

Continuing the above process inductively, we can define the iterative
sequences {un}, {wn}, {vn} and {zn} with the supposition that un ∝
un+1, wn ∝ wn+1, vn ∝ vn+1 and zn ∝ zn+1, for all n ∈ N. We define the
following iterative algorithm schemes:

un+1 = un − zn + J
(I−R)
λ,M [(I −R)(zn) +

λ

τ
(ρ− (f(wn)− p(vn)))],

(4.1)

wn+1 ∈ A(un+1), ‖wn+1 ⊕ wn‖ = ‖wn+1 − wn‖ ≤ D(A(un+1), A(un)),

(4.2)

vn+1 ∈ B(un+1), ‖vn+1 ⊕ vn‖ = ‖vn+1 − vn‖ ≤ D(B(un+1), B(un)),

(4.3)

zn+1 ∈ C(un+1), ‖zn+1 ⊕ zn‖ = ‖zn+1 − zn‖ ≤ D(C(un+1), C(un)),

(4.4)

where λ, ρ, τ > 0 are constants.

The fixed point formulation of problem (3.1) is as follows.

Lemma 4.1. Let u ∈ X, w ∈ A(u), v ∈ B(u) and z ∈ C(u) be a
solution of ordered variational inclusion problem involving weak-RRD
set-valued mapping (3.1) if and only if (u,w, v, z) satisfies the following
relation:

u = u− z + J
(I−R)
λ,M [(I −R)(z) +

λ

τ

(
ρ− (f(w)− p(v))

)
].

Where

J
(I−R)
λ,M = [(I −R) + λM ]−1,

and λ, τ, ρ > 0 are constants.

Proof. The proof directly follows from the definition of the relaxed

resolvent operator J
(I−R)
λ,M .

Theorem 4.1. Let X be a real ordered Hilbert space and C be a
normal cone with normal constant λCN

. Let R, f, P : X → X be the
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single-valued mappings such that R is comparison, β-ordered compres-
sion, f is comparison, λf -ordered compression and P is comparison, λp-
ordered compression mappings and I : X → X is an identity mapping.
Let A,B,C : X → CB(X) be the set-valued mappings such that A,B
and C are D-Lipschitz continuous mappings with constants δA, δB and
δC , respectively. Suppose that M : X → CB(X) is a (γR, λ)-weak-RRD
set-valued mapping such that the following condition is satisfied

λCN
[τλγR(δC + 1) + λλfδA + λλpδB] < τλγR + (λCN

− 1)τ(β + 1).(4.5)

Then, the iterative sequences {un}, {wn}, {vn} and {zn} generated
by Algorithm 4.1 converge strongly to u,w, v and z, respectively and
(u,w, v, z) is a solution of ordered variational inclusion problem involving
weak-RRD set-valued mapping (3.1), where u ∈ X, w ∈ A(u), v ∈ B(u)
and z ∈ C(u).

Proof. Let us introduce the term h(un) = [(I−R)(zn)+ λ
τ
(ρ−(f(wn)−

p(vn)))]. Using Algorithm 4.1 and Proposition 2.3, we obtain

0 ≤ un+1 ⊕ un
=

(
un − zn + J

(I−R)
λ,M (h(un))

)
⊕
(
un−1 − zn−1 + J

(I−R)
λ,M (h(un−1))

)
≤ un ⊕ un−1 + zn ⊕ zn−1 +

(
J
(I−R)
λ,M (h(un))⊕ J (I−R)

λ,M (h(un−1))
)
.

(4.6)

Using Definition 2.2, Proposition 3.3 and from (4.6), we have

‖un+1 ⊕ un‖ ≤ λCN

∥∥∥un ⊕ un−1 + zn ⊕ zn−1

+
(
J
(I−R)
λ,M (h(un))⊕ J (I−R)

λ,M (h(un−1))
)∥∥∥

≤ λCN

[
‖un ⊕ un−1‖+ ‖zn ⊕ zn−1‖

+
∥∥∥J (I−R)

λ,M (h(un))⊕ J (I−R)
λ,M (h(un−1))

∥∥∥]
≤ λCN

[
‖un ⊕ un−1‖+D(C(un), C(un−1))
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+
∥∥∥J (I−R)

λ,M (h(un))⊕ J (I−R)
λ,M (h(un−1))

∥∥∥]
≤ λCN

[
‖un ⊕ un−1‖+ δC‖un ⊕ un−1‖

+
1

λγR − β − 1
‖h(un)⊕ h(un−1)‖

]
(4.7)

Since R is β-ordered compression mapping, f is λf -ordered compression
mapping, p is λp-ordered compression mapping and D-Lipschitz conti-
nuity of A,B and C with constants δA, δB and δC , respectively, we have

‖h(un)⊕ h(un−1)‖

= ‖[(I −R)(zn) +
λ

τ
(ρ− (f(wn)− p(vn)))]

⊕[(I −R)(zn−1) +
λ

τ
(ρ− (f(wn−1)− p(vn−1)))]‖

≤ ‖(I −R)(zn)⊕ (I −R)(zn−1)‖+
λ

τ
‖(ρ− (f(wn)− p(vn)))

⊕(ρ− (f(wn−1)− p(vn−1)))‖

≤ ‖zn ⊕ zn−1‖+ ‖R(zn)⊕R(zn−1)‖+
λ

τ

[
‖f(wn)⊕ f(wn−1)‖

+‖p(vn)⊕ p(vn−1)‖
]

≤ D(C(un), C(un−1)) + ‖R(zn)⊕R(zn−1)‖+
λ

τ

[
‖f(wn)

⊕f(wn−1)‖+ ‖p(vn)⊕ p(vn−1)‖
]

≤ δC‖un ⊕ un−1‖+ βD(C(un), C(un−1))

+
λ

τ

[
λfD(A(un), A(un−1)) + λpD(B(un), B(un−1))

]
≤ δC‖un ⊕ un−1‖+ βδC‖un ⊕ un−1‖+

λ

τ

[
λfδA‖un ⊕ un−1‖

+λpδB‖un ⊕ un−1‖
]

≤
[
δC + βδC +

λ

τ
(λfδA + λpδB)

]
‖un ⊕ un−1‖,

which implies that

‖h(un)⊕ h(un−1)‖ ≤
[
δC + βδC +

λ

τ
(λfδA + λpδB)

]
‖un ⊕ un−1‖. (4.8)
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Using (4.8), (4.7) becomes

‖un+1 ⊕ un‖ ≤ λCN

[
1 + δC +

1

λγR − β − 1

(
δC + βδC

+
λ

τ
(λfδA + λpδB)

)]
‖un ⊕ un−1‖ (4.9)

By Proposition 2.4, we have

‖un+1 − un‖ = ‖un+1 ⊕ un‖ ≤ λCN

[
1 + δC +

1

λγR − β − 1

(
δC + βδC

+
λ

τ
(λfδA + λpδB)

)]
‖un − un−1‖.

i.e.,

‖un+1 − un‖ ≤ Θ‖un − un−1‖,
where

Θ = λCN

[
1 + δC +

1

λγR − β − 1

(
δC + βδC +

λ

τ
(λfδA + λpδB)

)]
.

By condition (4.5), we have 0 < Θ < 1, thus {un} is a Cauchy sequence
in X and since X is a complete space, there exists u ∈ X such that
un → u as n → ∞. From (4.2), (4.3) and (4.4) of Algorithm 4.1 and
D-Lipschitz continuity of A,B and C, we have

‖wn+1 − wn‖ ≤ D(A(un+1), A(un)) ≤ δA‖un+1 − un‖, (4.10)

‖vn+1 − vn‖ ≤ D(B(un+1), B(un)) ≤ δB‖un+1 − un‖, (4.11)

‖zn+1 − zn‖ ≤ D(C(un+1), C(un)) ≤ δC‖un+1 − un‖. (4.12)

It is clear from (4.10), (4.11) and (4.12) that {wn}, {vn} and {zn} are
also Cauchy sequences in X and so there exist w, v and z in X such that
wn → w, vn → v and zn → z as n→∞. By using the continuity of the
operators A, B, C, J I−Rλ,M and iterative Algorithm 4.1, we have

u = u− z + J I−Rλ,M [(I −R)z +
λ

τ
(ρ− (f(w)− p(v)))].

By Lemma 4.1, we conclude that (u,w, v, z) is a solution of problem
(3.1). It remains to show that w ∈ A(u), v ∈ B(u) and z ∈ C(u). In fact

d(w,A(u)) ≤ ‖w − wn‖+ d(wn, A(u))

≤ ‖w − wn‖+D(A(un), A(u))

≤ ‖w − wn‖+ δA‖un − u‖ → 0, as n→∞.
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Hence w ∈ A(u). Similarly, we can show that v ∈ B(u) and z ∈ C(u).
This completes the proof.
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